Multi-Hop QA with Bi-Attention Processing and CNNs

Laura Cruz-Albrecht, Krishna Patel // {lcruzalb, kpatel7}@stanford.edu
CS224N: Natural Language Processing with Deep Learning, Winter 2019

CS224N

Problem Statement Data & Evaluation

Approach

Dataset: HotpotQA Dataset
Statistics: 89.8K train, 7.4K dev
Evaluation: F1, EM

Processed Bi-Attention Model 2D CNN Model

Existing HotpotQA Baseline CNN Classification module

Question answering systems are an exciting but

challenging application of Natural Language Processing.
Bi-attention post-processing +

sigmoid/softmax for SP

Independent module for
supporting fact classification

Architecture leveraging

While much work has been done on general QA, there word-level 2D CNN on self-
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Jerri Blank in the Comedy Central television series
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Experiments and Results Conclusions

Table 2: Score comparison

Qualitative analysis (2D CNN, v1) CNNs seem to be a reasonable architectural building block for this task

y Answer Sup Fact Joint Loss _
Maodel Split — e Though we were not able to beat the HotpotQA baseline, our best model (2D CNN, v1) used a
P - Rarely, the model correctly identified both the correct answer .
1 . 2D CNN rather than an RNN, and attained lower but comparable overall Answer F1 / EM scores.
ev 4444 5828 2195 66.66 11.56 4086 - - and all Suppor“ng facts
HotpotQA baseline test 4546 58.99 2224 66.62 12.04 4137 - - Of : : e -
- Often, the model found the correct answer without identifyin . . e - :
train - _ 1860 6024 - _ _ 0.092 ANV SUBOMiNG facts ying Explicit SP classification is not critical for the ultimate QA task
CNN classif. module dev - - 1585 56.36 - - - 0.102 y sup J Despite having a low SP score, some models still had a high Answer F1 score, suggesting they
train  67.71 7427 0 9.31 0 6.99 35.38 30.93 Q: The football manager who recruited David Beckham managed Manchester United during what timeframe? were Stl” able to |dent|fy Suppor’[ing faCtS ImpIICI’[ly deSpi’[e fa”|ng Short in eXpliCi’[ identiﬁcation.
Bi-atten. + sigmoid dev  40.19 5343 0 942 0 5.15 39.62 34.54 A: from 1986 to 2013
: Supporting Facts: [ 1] Their triumph was made all the more remarkable by the fact that Alex Ferguson had sold experienced
train 4334 50.64 O 0 0 0 6.61 0.19 players Paul Ince, Mark Hughes and Andrei Kanchelskis before the start of the season, and not made any major signings. [2] Difficult to optimize SP classification with standard loss calculation
lmegra[ed SP CNN dev 3206 4320 0 0 0 0 6.38 0.19 Instead, he had drafted in young players like Nicky Butt, David Beckham, Paul Scholes and the Neville brothers, Gary and Phil. o ] L ] ]
) 79006 8554 3.49 1569 201 387 3.6 017 (3] Sir Alexander Chapman Ferguson, CBE (born 31 December 1941) is a Scottish former football manager and player who By Ut|I|Z|ng a loss function such as CE IOSS, we end up minimiZing loss by assigning no value to
train : : 3. . : . : : managed Manchester United from 1986 to 2013. ] . . p
D CNN. v1 dev 4078 5377 259 1417 124 830 603 017 Model Answer: 1986 to 2013 all of the sentences; this lowers the loss, but at the cost of rarely producing a true positive.
Model Supporting Facts: none identified
train 18.36 41.37 6.94 28.05 1.61 13.23 7.92 0.15
2D CNN, v2 dev 8.84 30.44 5.86 26.22 090  9.38 9.32 0.15 Figure 4.2: Often, the model found the correct answer without identifying any supporting facts.

eeeee

Bi-attention Processing + Sigmoid Model

swer F1 for Bi-attention P

rocessing + Sigmoid

Results

ion Processing + Sigmoid Joint F1 for Bi-attention Processing + Sigmoid

« CNN classification module trained in
iIsolation performs comparable to baseline
(though lower), lower performance when
trained as part of model

« 2D CNN, v1 best model (applies 2D CNN
prior to SP classification rather than after)
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Future Work

- Explore alternative techniques for
combining question with context. We
currently use bi-attention to accomplish this;

future work remains to try alternate methods.

different hyperparameters for the CNN layers
(among others) could improve performance.
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