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Problem:
● Stock forecasting is important part of financial 

applications
● Stock prices are impacted by newly revealed 

information
● 8-K filings report updates on companies’ 31 major 

events: Financial Disclosure, Mergers,
Bankruptcies, Change of Management. etc.

● Presenting an attention based architecture for 
short-term stock dynamics forecasting (UP, 
DOWN, STAY).

The Attention-Model Architecture:

Data/Preprocessing:

Conclusion:
● The attention based models were able to extract 

the relevant linguistic signals from the report that 
help with the stock dynamic predictions. 

● Need to combine with non-linguistic features to 
enhance the performance of the model.
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● Lee et al., 2014 Stanford’s NLP stock financial 
events dataset. 

● Contains variable length 8-K reports for all S&P 
500 companies between 2002 and 2012.

● Preprocessing - Labeling: to isolate the 
impact of 8-K report release: Normalized Rates 

|NR| < 1% (STAY), NR>1% (UP),  NR<-1% (DOWN)
● 138294 reports with < 3000 words.
● Non-Linguistic Features: Earnings (EPS) 

surprise = Reported EPS – consensus EPS
Parsed EPS HTMLs à 16185 examples

● The reports parsed into 31 possible events’ text

Results and Discussion:

8-K examples:

Apple (AAPL) - April 19, 2006., 
report snippet: EPS surprise = 
9.5%

Visa Inc (V) on October 29, 2008., 
report snippet:  EPS surprise = 
3.5%

● The Single Event models 1, 3 
outperformed, despite lengthy reports. 
The event attention-based encoder 
was able to extract some signals from 
the text pertinent to the classification

● Model-2 (Single Event Text with EPS), 
Underperformed – overfitting - High 
generalization error – Train Avg. 
accuracy ~ 59%) - 16185 examples

● The Multi-Event model slightly 
underperformed model-1 and 
model-3. multi-event dataset is 
sparse. Imbalanced dataset. The 
encoders' ability to extract relevant 
linguistic signals are impacted for 
the less represented events.

● AAPL example: Correctly 
classified (UP) - Positive 
Sentiment – Multi Model:  STAY

● Visa Inc (V) 
(DOWN) example, 
models incorrectly 
classified (STAY). 
Bias in the 
language in 
reporting the 
positive and 
negative events


