
SQuAD to BioASQ: analysis of general to specific

MOTIVATION
As biomedical information in the form of publications and electronic health records 
(EHR) increases at an increasingly fast pace, there is clear utility in having systems 
that can automatically handle information extraction, summarization, and question 
answering tasks. While there have been significant strides in improving language tasks 
for general language, addressing domain-specific contexts still remains challenging. In 
this project, I apply and fine-tune models to the SQuAD dataset and further modify and 
adapt for biomedical domain-specific question answering. I evaluated and compared 
performance on the SQuAD dataset and BioASQ, a biomedical literature QA dataset, 
with the goal of analyzing and developing approaches to leverage unsupervised 
language models for domain-specific applications. Upon generating various fine-tuned 
models, the best performance for general language SQuAD QA achieved an F1 score 
of 76.717, EM score of 73.379, and for biomedical-specific BioASQ QA achieved an F1 
score of 70.348 and EM score of 49.902.
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CONTEXT: “ . . . Other legislation followed, including the Migratory 
Bird Conservation Act of 1929, a 1937 treaty prohibiting the 
hunting of right and gray whales, and the Bald Eagle Protection 
Act of 1940. These later laws had a low cost to society—the 
species were relatively rare—and little opposition was raised.”
QUESTION: “What was the name of the 1937 treaty?”
ANSWER: “Bald Eagle Protection Act”

CONTEXT: "... Among the miRNAs that showed a consistent 
regulation tendency through all specimens and showed more than 
a 2-fold difference in serum, 5 miRNAs (miR-132, miR-26a, let-7b, 
miR-145, and miR-143) were determined as the 5 most markedly 
down-regulated miRNAs in the serum from ovarian cancer patients 
with respect to those of controls. Four miRNAs (miR-132, miR-26a, 
let-7b, and miR-145) out of 5 selected miRNAs were significantly 
underexpressed in the serum of ovarian cancer patients in 
qRT-PCR.\n\nCONCLUSIONS: Serum miR-132, miR-26a, let-7b, 
and miR-145 could be considered as potential candidates as 
novel biomarkers in serous ovarian cancer. Also, serum 
miRNAs is a promising and useful tool for discriminating between 
controls and patients with serous ovarian cancer."
QUESTION: "Which miRNAs could be used as potential 
biomarkers for epithelial ovarian cancer?"
ANSWER: "Serum miR-132, miR-26a, let-7b, and miR-145 could 
be considered as potential candidates as novel biomarkers in 
serous ovarian cancer"

● Train set: 129,941 examples
● Dev set: 6,078 examples

● Train set: 24,559 examples
● Dev set: 6,140 examples
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CONCLUSION These results demonstrate that leveraging an unsupervised language model, BERT, for domain-specific QA with 
substantially less supervised training data achieves results that are nearing comparable to general language QA.


