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Our GOAL is to build a model that makes continuous prediction of emotion valence as people read text. This FIGURE 1: We collected a personal emotional story online, and feed into our model. The model is making emotion valence
involves a emotion reconstruction process of the true emotion that is expressed by the story-teller. prediction of the story-teller. In our mind, we are indeed reconstructing the whole story as if we were the storyteller.
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