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ntroduction and Approach

Problem Description: The SQUAD 2.0 challenge, a Question-Answering task. One of the most
important Natural Language Processing challenges.

e The original BERT computes interactions between all words in
the input. However, for Q&A, the interactions between context

Approach: and query as separate groups may require more emphasis.
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® Also trained a simpler model that used only a Context-Query

. D e Overfitting on BERT-large variants may also contribute to the
attention layer after BERT to reduce overfitting.
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