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Problem
● Sarcasm Detection is critical in understanding 

sentiments and intentions
● Existing approaches: SVM, various LSTMs 
● Previous models detect sarcasm based on utterance in 

isolation. Can we explore the role of conversational 
context in sarcasm detection? 

● Apply state-of-the-art models on sarcasm detection 
using both context and response data

Data
● Discussion Forum 

○ 4692 sarcastic and non-sarcastic (balanced) 
○ Tagged by crowdsourcing 

● Reddit
○ 1.3 million self-annotated corpus （balanced)

Both datasets contain context texts, response texts and 
sarcastic label.

Results
● Contextual information help improves 

performance of sarcasm detection
● BERT outperformed LSTMs by large margin
● Conditional LSTM generates best metrics among 

various LSTM models

Analysis
● LSTM models has greater performance gap between 

datasets, while BERT has similar performances. Reddit 
Data has a lot of internet slangs and informal 
languages. It is hard for our Word Embedding and 
LSTM model to pick up words not available in GloVe, 
for example, responses like "NO WAIIIIIIIIIIIII". 

● Usually, the usage of certain markdowns and emojis 
gives strong indication of sarcasm in forums. 
However, in our pre-processing, these patterns are 
either being tokenized into different tokens or treated 
as words not found in the pre-trained embeddings. 
See "emoticonX-Good", "emoticonX-Confused" and ** 
examples in Table 2.

Conclusion
● For LSTM models, utilizing context information 

greatly improves model performance. 
● Our conditional LSTM model establishes the new 

state-of-art performance. 
● Pre-trained BERT classifier can achieve great results 

for sarcasm detection, even with small dataset. With 
larger dataset like Reddit data, it outperforms our best 
LSTM model by 7%.

Approach
● Vanilla LSTM with only response information
● Attention-based LSTM with both context and 

response using sentence-level attention (Figure 1)

Table 2. Context and Response Examples with Labels

(Attention-based LSTM equations) Figure 1. Attention-based LSTM Architecture
Figure 2. Conditional LSTM Architecture

Figure 3. Parameter Tuning Experiments

Table 1. Precision, Recall, F1 and Accuracy  for all experiments

Parameter tuning: we tried multiple hidden sizes and data sizes for 
training the models and found out that for both cases, too small sizes 
lead to lack of information while too large sizes lead to overfitting.

Reference: Debanjan Ghosh, Alexander Richard Fabbri, and 
Smaranda Muresan. The role of conversation context for sarcasm 
detection in online interactions. SIGDial, 2017. 

● Conditional LSTM where the 
initial hidden state of the 
response LSTM is the last 
hidden state of the context 
LSTM (Figure 2)

● BERT Classifier 


