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Background Approach
This project adapts pre-trained models of Bidirectional | considered but ruled out potential improvements to the pre-trained Results o
Encoder Representations from Transformers (BERT) to the BERT models and underlying Transformer architecture because pre- BERT-base improved by 4.5 points to 77 6 F1. Notabl
NLP task of answer span prediction ("QA") on the training much more compute time than fine-tuning. Instead, | this is only 2 3p oints bglow tEe oriaBERTlarge basellnﬁ
Stanford Question Answering Dataset (SQUAD 2.0). The narrowed my exploration to the following potential improvements to erformar{ce. V\F/)hiCh < 3% larqer an% considegrabl ore
original BERT implementation ("origBERT") achieved the fine-tuning process used in origBERT: Zx ensive toltrain MaximumgF1 of 814 achievedywith a
SOTA performance of 88.5 F1 on a SQUAD 1.1 dataset » Deeper QA architecture | started with a task-specitic architecture 3_||: or OA BERT-larae model '
with 100,000+ answerable context-question tuples. that can learn more powerful relationships than the single FFNN 4 J '
However, when origBERT is used on the much more in origBERT. SOUAD 2.0 F1 Seores
challenging SQUAD 2.0 dataset, released subsequently « Concatenate multiple BERT output layers In origBERT, only the on dev or test splits 77 4 1 s
with 50,000+ additional questions with no answer, hidden-states of the last encoding layer are fed into the QA. - A B —
performance drops to 73.1 F1 baseline for this project. « Weighted cost function Impossible vs Possible classes are N | Only
unbalanced in the entire dataset (33/67) and between the Train + 4.5 points 25 ponts
Objective and Dev splits. | berlrge s
improve the fine-tuning procedure for BERT-base and 0 Ensemblg two different .BERT moqlels | tralr)ed a seco.n.d c!ass of 2
BERT-large models to perform better than origBERT on model with its sole obJect|v§ belng t.he binary classification of o
SQUAD 2.0 measured by F1 above baseline of 73.1. whether an input sequence is_impossible. | then ensemble the
results of the QA and BSC model as illustrated below. ¢ & f: O g2 ¢ E. 2 P2 O B,
« Train on larger and/or balanced QA Dataset | tried to add § 58§ 53 g7 3 3f& = §7
o examples from the TriviaQA dataset to either increase the size of
Predictive Models or balance the classes within the SQUAD 2.0 training data split. Discussion
* The 6.8 point increase from BERT-base to BERT-large is driven
e Y train loss by the increased power of a .model with 340M vs ’I’IOM
o R Y | roossible : Output: + BSQ: Yhat € Z {0, +1) train loss parameters.r.ather thar.w by any improvements | made. Bu.t. it
b= S omem) ' End position ll bl : .+ BQA: Yhate Z {0, ..., 384) - L was not trivial to train BERT-large models. This .capab|||ty
| : : o T allowed me to explore the effects of BERT model size, batch
é SIEE] sterttogis [8] 2~ ~~ "~ """ TTTToTTooToo 2 Loss Fn:  BSQ: Weighted CrossEntropy 00 size, training epo.chs, and task-specific QA arc,:hite.cture.
E[EI[E[E] End Logits T BQA: CrossEntropy 200 R . 3-|ayer.QA architecture produces a 2.4 point improvement.
LK . 000 Increasing QA depth to 6 layers resulted in very little
FENN Layer 3 (h = 192) Impossible Fine-Tune: SQUAD 2.0 . DO-OOO 10002000000 incremental improvement (+0.05).
e 3-Layer QA Possible Two models: - | B . Over.'ﬁtti.ng was in issue in all models, and .required careful
! t + BSQ binary classify impossible  afioss monitoring of test-validation splits, checkpointing and early
FFNN Layer 1 (h = 768) N Loy T e » BQA predict start-end positions of stopping when val loss began to diverge.
PPt b o iaperhs i oupuntor | i 4 answer span in context paragraph I B « Concatenating BERT's last 4 encoding layers for input to QA
— Fidden. S Dimensions (763 1 Head Etggﬂ O ; Pre-Train ¢ 40 epochs , 256 batch size " I I I hurt performance by (-0.5 F1) so | stuck with the last-layer only.
o ——— ' ) e = — ' ) Learning: + 10% dropout, GelU 400 T T T T . Ensemblipg two different BERT quels, one for binary
12 AenionHoads e Adam, a=1e-4 beta1=0.9, 200 k__.. — T classification of .|mp053|b|.e questions, |m|or.oved performance
2 ( ENCODER ) 2 ( ENCODER ) beta2=0.999, L2 decay 0.01 00 bly 1f4 Fg.l Ujlng a wehlgh’Ted F:oks)t Ifunctlkc))n for the binary
— ' — ' : : g : PO00- 1000 2000 50000 classitier helped correct the class imbalance between g's.
' — | | ::DER — i J ' | —T— — i ) Pre-Train: ?xgkjritg):;geingiP;W'klpedla H = e | tried to adz TriviaQA examples to the train datasetfqbut was
1 2 3 4 equence Fositions 512 1 Sentence A Sentence B 512 . Dataset Composition . .
e (o) () () () ) ) () ) () () () ) D) ) D ) (2 . Masked Language Model  wwroerre oo . ;‘_”a?'e to rhep"cate the :r'gBERT rlesg!ts- .
BN o 1 8 o [ o [ ][5 o] o [ 2 ) o] o + Next Sentence Predection RSN L e SN ol SRR Ay
s (150 50) [0 5 ) (T () ) () (R e e, [0 0N 0 S0 0 5 [ [ [0 [ hu _score_thresnoid, ana teSt_va-l -Ched(pomt early stopping,
T e e e e e e e e e e R I T R I T R S Input: Packed pair of A/B sentences » improved performance by an additional 0.7 F1.
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