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Full Loss Objective
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CNN-GAN

Autoencoder
Word Embedding with vocab size of  
30004, 50 as the max sentence size, 
vector dimension of (128: 
Baseline, 256:Optimal)

Encoder and Decoders
LSTM with 128  hidden layers.

Embedding decoder 1 and decoder 2
both have embedding size of 30004,     
with 128 hidden layers

Decoder 1 and Decoder 2
LSTMs with 128 hidden layers
Corresponding to each style

GAN generator
uses Gaussian Prior ~N(0,1) of 32 dimension and 

MLP
Layer sizes: (32-128-128-128)
ReLU activation between each linear layer

GAN discriminator
MLP layer that takes 128 input 
Layer sizes (128-128-128), ReLu nonlinearity     
between layers
Cross Entropy Loss

Style Classifier
3 linear fully connected layer
Layer sizes (128-128-128), ReLu nonlinearity     
between layers

Cross Entropy Softmax Loss

Motivation: incorporating pre-trained data can improve the learning of semantics
• better disentangle style and semantics at the decoding phase
• previous experiments’ generated output showed semantic meaning change (undesirable)
GloVe embeddings used in
1. fixed word embeddings for autoencoder
2. weight initialization for encoder layer, trainable by the data.

larger latent space: allows the model to perform more complex manipulations to the output.
Dimension: 128 -> 256 By increasing the latent space dimension to 256 (up from 128),
Observed: continued learning until the 50th epoch and continued reducing the perplexity. 

• Exploring the combination of rule-based and statistical approaches
• Handle <unk> with a spell checker or character-based embedding
• Our model in its current state does not learn explicitly a latent representation 

of language style
• Explicitly extract a style embedding of the sentence (our model instead uses 

a style decoder)
• The interpretability of the latent representation is poor.
• Multitask learning for disentangling semantic content.

Task: apply target style to the content of a source sentence
What is style?
• An abstract notion reflected in variation in

word choice, sentence and paragraph
structure

• Hard to identify and isolate from semantics
• Meta/pragmatic-feature of language
Style transfer requires the disentanglement of
representations of attributes (e.g. negative/positive sentiment,
plaintext/ ciphertext orthography) from the underlying semantic
content. Breakthroughs in style transfer would would indicate a certain
proficiency of NLP’s ability for more complex tasks.
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Dataset

Text Based

Image Based

Grammarly Yahoo Answer Formality Corpus (GYAFC)
• Largest Dataset for Stylistic Transfer
• Informal/ Formal pairs
• Family-Relations + 

Entertainment music
• Largest aligned data for automatic eval

Style 
Transfer 
Models

Past Approaches
Parallelized Methods
• Rule-based transfer
• Delete, Retrieve 

Generate

Unparallelized Methods
• NMT
• Seq2seq
• Encoder-Decoder

Human Evaluation

Larger latent space improved slightly, 256 is the optimal hidden size on a 
unmodified model. >300 overfits the model.
GloVe pretrained weight initialization overfits the data and does not 
handle <unk> well
Naïve Convnet without GELU diminishing gradient problem
Conv + GELU improved style transfer accuracy and reduced perplexity
• For longer sentences, generated output became less grammatical
Conv + GELU + Concat can create grammatical sentences of longer length
• Achieved 0.7 accuracy
Main challenges:
• symbolic info lost during the encoding, decoding, and the generation of 

the sentences.
• Similar challenges found in previous architectures using LSTM and CNN 

for text generation
• GAN for text problem -- gradients from the discriminator cannot 

effectively back-propagate through discrete variables. 
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CNN + GELU + Concat generated
Informal
• does this mean that he is attracted to me?

• i have never wanted to it to be a married woman. 
it it has to want to have been it to be quite a 
woman.

Formal
• have fun in order to make that type girl 

you are making to your husband.
• be yourself, when you want her back. 

tell her. and tell her. tell her. you tell her.

+ final concat layer

https://arxiv.org/pdf/1707.01161.pdf

