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Introduction
● Goal: Use HuggingFace Pytorch BERT implementation for 

SQuAD 2.0 to create  a high-performing model  and to 
develop foundation for carrying out a variety of 
experiments,  leading to more broadly applicable results.

● Results: F1 score of 76.545 and an EM score of 73.609. 
Impressive results from modifying the loss function, 
training with dropout, and ensembling across models.

Baseline

Modifying the Output Layer

Conclusion

● Bidirectional Attention Flow (BiDAF) without character 

level embedding layer. 

BERT and the Power of Attention

Adjusting the Loss Function 

● BERT Base:  Multi-layer bidirectional Transformer 
encoder. The Transformer consists of 12 transformer 
blocks and  each block has 12 attention heads.  Trained 
with a hidden size of 768 and a max sequence length of 
512. In all, the model has approx. 110 million parameters.

*M. Seo, A. Kembhavi, A. Farhadi, and H. Hajishirzi. Bidirectional attention flow for machine comprehension.

BERT Model Overview

*J. Devlin ,  M.W. Chang, K. Lee, and K. Toutanova. BERT: Pre-training of Deep Bidirectional 
Transformers for Language Understanding. **A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. 
Jones, A. N. Gomez, L. Kaiser, and I. Polosukhin. Attention is all you need.

Experiments and Results

● Bespoke output layer replaces the shallow output layer 
with a single hidden layer with ReLU activation.

● Start vs. End: Weight the start loss twice as much as the 
end loss for all types of questions.

● Answer vs. No Answer:  Weight loss for questions with 
answers twice as much as questions without answers. 
Weight loss for questions without answers twice as much 
as questions with answers. 

Intelligent Ensembling

● Ensembling Method: Choose  answer with the highest 
probability. However, predict no answer if any of the  
models in the ensemble predict no answer.

● Chosen Models:  (1) dropout,  (2) weighting questions with 
answers more heavily than those without, and (3) weighting 
the answer span start more heavily than the end.

● Achieved competitive scores  by leveraging dropout, 
manipulating the loss function, and ensembling.

● Future Work: Apply the most effective strategies to 
training the large version of BERT. Experiment with 
additional output layers.


