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EXPERIMENTS RESULTS
e  SQuAD metrics | - - BIDAF + Character Embeddings EM: 6137 F1: 58.18 AVNA: 67.05
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Character Embeddings and GRU results. Baseline

(pink), Character Embeddings (blue), Baseline with Self-Attention with context and EM: 58.81 F1: 55.67 AVNA: 65.94

GRU (orange), Character Embeddings with GRU (red)

o BiDAF + Character Embeddings tested against baseline context-to-question input
. Self-Attention tested varying input attention (context
state, context-to-question attention, question-to-context | [ =)
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Self-Attention results. Baseline (light blue),

® GRU tested with baseline and character-em beddings context-to-question (c2q) (green), ¢ + c2q (orange), ¢ +
c2q + g2c (dark blue)

Image Credits: Seo et al. (Bi-Directional Attention Flow for Machine Comprehension, Microsoft Research (R-Net: Machine Reading Comprehension with Self-Matching Networks)



