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Background
• Machine comprehension (MC) requires a complex model to capture 

the interaction between a context paragraph and a query to answer 

the question correctly. 

• Bi-Directional Attention Flow (BiDAF) system can obtain query-aware 

context representation without early summarization. However, BiDAF

performs poorly on SQuAD 2.0 compared to SQuAD1.1.

• DATASET: SQuAD 2.0

BiDAF with Residual Self-Attention
Major Difference with the Baseline Model:

• character-level embedding

• the replacement of LSTM with GRU

• the addition of a complex residual self-attention layer

Experimental Details
• character-level embedding size = 32

• hidden state size = 100

• 100 1D filters for the CNN character embedding, with a kernel size = 5 

• AdaDelta optimizer with a batch size = 64

• initial learning rate = 0.5

• dropout rate = 0.2

Results

Performance Comparison between Models:

Performance on Answerable & Unanswerable Sets:

• Significant improvement on unanswerable questions 

F1-Score EM

Dev: 69.81 Test: 68.05 Dev: 66.78 Test: 65.10

Best Performance:

Analysis
Performance Comparison on Different Types of Questions
• - improves upon the baseline model across the question spectrum

• - the largest percentage improvement comes from who type

Example: our model succeeds where the baseline model fails
• Of the 351 unanswerable questions of who type, the baseline answers 

172 questions correctly while our model answers 219 correctly. 

• BiDAF variant neural network implementation improves more than 6 

points on a single model performance of SQuAD2.0 dataset. 

• Char-level embedding improves the BiDAF by 2 points 

• Residual self-attention improves the BiDAF by 4 points. 

• Self-attention structure improves the performance on unanswerable 

questions.

We have trained three baseline models and 20+ BiDAF

variant models of different configuration.

Conclusion
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