
-

A. sentiment(“6/10”)
B. sentiment(“6.5/10”)
C. sentiment(“7/10”)
D. sentiment(“Who ever came up with story is one sick person ... I’m only 

giving this movie a 9 because you FREAKED ME OUT FREAKS”) high school”)

●

● Not many data augmentation for NLP papers: tough to implement during 
training + many ideas risk creating label noise.

● We augment IMDB movie reviews dataset with extra examples generated by 
two families of techniques:
○ Random token perturbations = messing with words in movie review
○ Backtranslation (BT) =  translate whole review to a second language 

then back to English
● Experiments vary # synthetic and real examples model has access to
● Measure:  did model correctly predict sentiment of movie review?

- BT generates significant improvements when ULMFit only has access to a few 
examples, but stops working around 10,000 rows.. Token perturbations less effective.

- We  train a model on only 50 real examples  to 80.6% (+8%) by adding 500 synthetic 
backtranslated examples from 10 different languages! 

- Using full IMDB Dataset (25K rows):
- Training on synthetic examples doesn’t help, but using them during inference 

time can contribute marginal (.13%) improvement.
- Bigger ensemble can get up to 0.6% better than baseline model.

● Training on synthetic examples stopped yielding improvements 
once the model had access to more than 15,000 examples

● Motivated testing whether using the BT examples  as a form of 
test time augmentation might help the model.
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