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Machine question answering, which answersa | context: The immune system is a system of many SQUAD 2.0 is a machine learning comprehension dataset on Wikipedia The table belo.w ShOWS the EM score and F1 score of the
question based on a given context, has gained | biological structures and processes within an articles with more than 150k questions. Different from SQUAD 1.1, there models we built with each component added upon each other.
great interests in recent years in the NLP area. By | organism that protects against disease. To function are roughly half of the questions that are unanswerable using the Model Fl EM

using various deep learning approaches such as | properly, an immune system must detect a wide provided paragraph, which makes the prediction task more challenging. Baseline BIDAT (w/o charemb) | 60.61 | 57.52
recurrent neural networks and attention variety of agents, known as pathogens, from viruses Add char-emb 62 66 | 5935
mechanisms, researchers have closed the gap 0 par_aS|t!C wormhs, ?tr;]d cil_|st|ngu|sh them from the For our training and evaluating purpose, we use the 224n-customized Add POS/NER features 62.78 | 59.10
between machine performance and human ggggﬁgnn?‘?r\:\énimen?un}e/ ;S:;Jeerﬁ otects oraaniSmS version of the SQUAD 2.0 dataset, and we split the dataset roughly by Add QANet Encoder block 63.90 | 60.28
performance. We researched on the state-of-the- against what? y P J 90%, 5% and 5% for train, validation and test set. We measure the Add exact match (EM) feature 65.44 | 62.31

art techniques and built an end-to-end neural | A \c\ver: disease performance via two metrics: Exact Match (EM) score and F1 score. Add self-matching attention 66.83 | 63.75

network model to tackle this problem. Ensemble 68.08 | 65.27

Our test split results for single model is: F1 63.66, EM 60.42,
ensemble model: F164.70, EM 61.83.

Approach

Analysis
Embedding Layer: Our embedding vector consists of 4 parts:
GloVe pre-trained word embedding (300-d), character-level Error Analysis: We find the
embedding (200-d), part-of-speech (POS) (16-d) and name-entity- Start End model is better at answering
recognition (NER) (8-d) embedding, exact-match (EM) (3-d) feature. SOﬁLax < ﬁtm “who”, “when”, “where”
One Encoder questions, but weaker at
. . . : Output Layer © g
Encoding Layer: We follow the embedding encoder block design I Block T predicting the answers to
from QANet [2], which consists of one position encoding layer, four | Bi-LSTM 4 r—*? \ “what”, “how”, especially
depthwise-separable convolution layers, one self-attention (multi- <0 “why”. This shows that the
head attention) layer, one feed-forward layer. Modeling Layer Bi-LSTM T model does a great job at
-------------------------------------------------------------------------------------------------------------------- ( bl ) finding ObViOUS ConneCtionS * what(3721) who(701) how(585) when(439)which(231where(247) why(88)
Bi-directional Attention Layer: Follow the implementation in [1]. Self-Matching . . —] between words in the passage,
Combine the context representation and the question Attention Layer iR A ! ? but lacks the ability to
representation by concatenating the context-to-question attention  ----- oo oo ( soratenion ) understand the deeper logic
and the question-to-context attention. Bi-directional - and reasoning behind it. E
. BiDAF Laver ( Layernorm ) 08 AVNA
Attention Layer e
Self-matching Attention Layer: We use self-matching attention ------------------- \ Also, the model is better at
(inspired by RNet [3]) to dynamically collect evidence from the whole Encoding Embedding Embedding f—rf? Repeat generating short answers
passage and encode them into the passage representation hY. | Ly $2@3 @ ey 0 - EESCES. ) rather than long answers. This
hf = BiLSTM(hi_,, [vE, c.]), where ¢, = att(v?,v}) is the scaled Context Question x is because the model is weak
dot-product self attention of the whole passage (v") against itself. Embedding Embedding ( womom ) at modeling long-term
Highwav Highwav N dependency. ’ : i;(:'lswer length i
Modeling Layer: The modeling layer is a one-layer bidirectional Embedding Layer Layer \_ ((poston ncose ) /
LSTM which refines the sequence of vectors after the attention layer. Layer e Concat T
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