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The Transformer has become an increasingly popular choice

of neural architecture for language based tasks. Perhaps

most famously, Devlin et al.'s BERT contextual word ) . . . ‘ .
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language tasks, and are constructed with a network that uses [_fﬁ
Transformers as a basic unit. Given this rise in popularity, ()| | | ey 20.6 10.3 74

Feed Attention

we aim to see if we can replicate the success of the Forward 7 J 7
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To benchmark the performance of the quantized T T

Transformer, we perform experiments on the IWSLT 2015 Inputs Outputs Both of.the quantized models failed to reasonably
English-Vietnamese Dataset. (shifted righ) approximate the reference models

The two quantization schemes tended to generate many
RBSII |tS <unk> characters, suggesting that the models did not
generalize well.
The Linear Quantization model’s loss was an order of
magnitude larger than that of the reference or the fixed
width models.

This dataset consists of segments from various TED and
TEDx talks translated in both English and Vietnamese.
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