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Quantizing the Transformer Model

Breakdown of BLEU ScoresThe Transformer
The Transformer has become an increasingly popular choice 
of neural architecture for language based tasks. Perhaps 
most famously, Devlin et al.'s BERT contextual word 
embeddings have yielded state of the art results on a range of 
language tasks, and are constructed with a network that uses 
Transformers as a basic unit. Given this rise in popularity, 
we aim to see if we can replicate the success of the 
Transformer while reducing the required space to store 
the model and the required time to train it through 
quantization of its weights and activations

Task
To benchmark the performance of the quantized 
Transformer, we perform experiments on the IWSLT 2015 
English-Vietnamese Dataset. 

This dataset consists of segments from various TED and 
TEDx talks translated in both English and Vietnamese. 

Results

Discussion
● Both of the quantized models failed to reasonably 

approximate the reference models
● The two quantization schemes tended to generate many 

<unk> characters, suggesting that the models did not 
generalize well. 

● The Linear Quantization model’s loss was an order of 
magnitude larger than that of the reference or the fixed 
width models. 

There are two primary quantization schemes that we attempt 
to use in this paper: linear quantization per Hubara et al. and 
fixed point quantization (i.e. rounding to specific precision). 

The weights of the network are stored internally in full 
floating point precision, but cast to their quantized forms at 
evaluation time. Gradients are passed straight through this 
quantization layer in the backpropagation step.

Approach


