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Overview

Today we will:

A Introduce a new NLP task
ALanguage Modeling

motivates

v
A Introduce a new family of neural networks

ARecurrent Neural Networks (RNNSs)

These are two of the most important ideas for the rest of the clgss!




Language Modeling

A Language Modelinis the task of predicting what word comes
next. books

laptops
the students opened their /

\ exams
minds

A More formally: given a sequence of woiz®, 2 ... z® ,
compute the probability distribution of the next wo z(t+1)

t+1 t 1
P(zc( + )‘ z® .z ))
wherez“*!)  can be any word in the vocabl V' = {w, ..., w)y |}

A A system that does this is called anguage Model
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Language Modeling

A You can also think of a Language Model as a system that
assigns probability to a piece of text

A For example, if we have some tiz() ... z(™ . then the
probability of this text (according to the Language Model) is:

PW,. . . ) = P(xW) x P(x?| W) x - x P(xD)| TV, ... D)

T
= H P(zW| £t W)
t=1

\ J
Y

This is what our LM provides




You use Language Models every day!

e I'll meet you at the @ >

airport




Go

what is the weather

what is the meaning of life
what is the dark web

what is the xfl

what is the doomsday clock
what is the weather today
what is the keto diet

what is the american dream
what is the speed of light
what is the bill of rights

what is the |

Google Search

You use Language Models every day!

gle

I'm Feeling Lucky
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n-gram Language Models

the students opened their

A Question How to learn a Language Model?
A Answer(pre- Deep Learning): learnragram Language Model

A Definition;: An-gramis a chunk oh consecutive words.

Aund@ N} YaY GUKSé¢Z dé(jdzﬁzéyﬁééz G 2 LISy

AbiANI YaYyY 4a4GKS aiadz
AtriANI YayY aGKS aiddz
A43aNJ} YayY daiOKS 0 dz

Sy idacé GaddzRSy
Sy ia 2LszSRaz '
Sy

A ldea:Collect statistics about how frequent differentgnams
are, and use these to predict next word.

a 2LISYSR GKS



n-gram Language Models

A First we make aimplifying assumptia ¢+  depends only on the
precedingn-1 words.

n-1 words
4 A N\
Pt V|x® 20y = (e, 2t +2) (assumption)

rob of a ngram
P J \_>P(w(t+1)7 x®), .. zt—nt+2) (definition of

orob of a (1)-gram ol P(x®), ... z{t—"n+2)) conditionalprob)

A Question:How do we get thesa-gram and i§-1)-gram probabilities?
A Answer:Bycountingthem in some large corpus of text!

~ count(:n(t+1), :B(t)a ‘85 ,m(t—n+2)) (statistical
T count(x®, ... xt-n+2) approximation)



n-gram Language Models: Example

Suppose we are learningdagramLanguage Model.

-as-Hre-precter-started=tre-eteete=the students opened their
L J
Y

discard

condition on this

count(students opened their w)
count (students opened their)

P(w|students opened their) =

For example, suppose that in the corpus:
A dalddzRSyia 2LISYSR GKSANE 2O00dzNNBR
A agalidzRSy (ia @iddy 8B QKBS R)
A A Ppooks| students opened their) 9.4 Should we have
AaaidRSyda @y @0 Ommessn 0 CoocLhe
A A PEexamsg| students opened their) 9.1 ) ’ ’
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Sparsity Problemsvith n-gram Language Models

Sparsity Problem 1
Problem:What ifd & G dzZR Sy U &
2 LISY S Fw deied A NJ
occurred in data? Thew
has probability O!

(Partial) SolutionAdd small
T to the count for evenw € V
This is calledmoothing

\ 4

count(students opened their w)

P(w|students opened their) =

count(students opened their)

Sparsity Problem 2

Problem:What ifd a i dzR S
2 LIS ¥ S RneveKoScuries i
RIFIdFK ¢KSYy 4S5 oryQ
probability forany w!

(Partial) Solution:Just condition

0@% HJ%@% ﬁhstegc& SANE

hIS IS callé ackoff

Note: Increasingh makes sparsity problemsorse.
¢eLIAOIf e nbfge@ay=xQid KI @S
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Storage Problemsvith n-gram Language Models

Storage Need to store count for
all n-grams you saw in the corpus.

\%4

count(students opened their w)

P(w]|students opened their) =
(w] P ) count(students opened their)

Increasingn or increasing corpus
Increases model size!
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n-gram Language Models in practice

A You can build a simple trigram Language Model over a
1.7 million word corpus (Reuters) in a few seconds on your laptoyf

\ Business and financial news
today the

get probability
distribution

company [0.153 | |  Sparsity problem
bank 0.153 not much granularity
price : in the probability
italian 0.039 distribution
emirate 0.039

A

Otherwise, seems reasonable! * Try for yourself:htips:// nlpforhackers.idanguagemodels/



https://nlpforhackers.io/language-models/

Generating text with a igram Language Model

A You can also use a Language Modejdoerate texi

today the

L J
Y

condition on this

get probability
distribution

company 0.153

bank 0.153

|| price 0.077 || sample
italian 0.039
emirate 0.039

A
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Generating text with a igram Language Model

A You can also use a Language Modejdoerate texi

today the price
|\ J
Y
condition on this

get probability
distribution

of 0.308 Isample
for 0.050
it 0.046
to 0.046
IS 0.031
A
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Generating text with a igram Language Model

A You can also use a Language Modejdoerate texi

today the price of
H_J

condition on this

get probability

distribution
the 0.072
18 0.043
oil 0.043
its 0.036
|| gold 0.018 || sample
A
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Generating text with a igram Language Model

A You can also use a Language Modejdoerate texi

today the price of gold
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Generating text with a igram Language Model

A You can also use a Language Modejdoerate texi

today the price of gold per ton , while production of shoe
lasts and shoe industry , the bank intervened just after it
considered and rejected amf demand to rebuild depleted
europeanstocks , sept 30 end primary ¢t a share .

Surprisingly grammatical!

X 6 dm@oherent.We need to consider more than
three words at a time if we want to model language well.

But increasingp worsens sparsity problem,
YR AYONBI asSa Y2RSf

17
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How to build aneural Language Model?

A Recall the Language Modeling task:
Alnput: sequence of worcz™, 2@ ... x®
A Output; prob dist of the next wordP (x| ® ... «W)

A How about avindow-based neural mod®l
AWe saw this applied to Named Entity Recognition in Lecture

LOCATION
A

U
(e00000000000]

N

|14

(0000 0000 0000 0000 0000 |

| f f I f

museums in Paris are amazing
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A fixedwindow neural Language Model

QSO SO i=—aigiet—fre=———atoete  the students opened their
\u J

] Y
discard fixed window
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A fixedwindow neural Language Model

books
laptops
output distribution
y = softmax(Uh + by) € RV
. o
U
hidden layer
000000000000
h=f(We+ b;) [ - ]
w
concatenated woreembeddings
o — [eV: 6 o3): o] (0000 0000 0000 0000)|

’ N N N N

words / onehot vectors the  students opened their
2. 2 g3) @ 20 L2 @) @)
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A fixedwindow neural Language Model

i . books
Improvementsovern-gram LM: laptops

A No sparsity problem
As2y Qi ySSR (2 &add2NB
n-grams

Remainingproblems
A Fixed window isoo small U
A Enlarging window enlargw
A Window can never be large [000000000000]
enough! A
A 2 and 2 are multiplied by 17,%
completely different weights iw .
No symmetryin how the inputs are [oooo 0000 0000 oooo]

processed. A A A A

We need a neural
architecture that can the students opened  their

processany length input () z(2) 2 (3) ey

21



Recurrent Neural Networks (RNN)

A family of neural architectures

outputs "
P { e

(optional)

h(

hidden states<

Input sequence

(any length) .

8
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Core ideaApply the
same weightsW
repeatedly

——le000|——
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74 = P(x®)|the students opened their)

A RNN Language Model books

laptops

output distribution

g = softmax (Uh(t) + bg) e RIVI m

mlk
~
>
N
o
o

U
h)___ hl h(2) h3) h4)
hidden states @ ® O O O
(1) _ (1-1) (1) oW, (e W, l@¢|Wr |[@| Wr |@®
h g (Whh + Wee + bl) . rq . g . re . e .
h(9 is the initial hidden state @ @ @) @) @)
— 7 e e e
W, W, W, W,
word embeddings o(1) O @ 0| 6le c(1) ©
) — pp® o @) @) @)
@ @) @) @
Te & 5 o
words / onehot vectors the students opened their
;‘B(t) E Rlvl a’;(l) w(z) a’;(g) :L'(4)

23 Note: this input sequence could be much
f 2y 3ISNE o0dzi GKA&a &af ARS R2SayQu KI @S

alL



A RNN Language Model

RNNAdvantages

A Can procesany length
input

A Computation for stert

can (in theory) use

information frommany

steps back

a2RSt aail s

iIncreasefor longer input

h(0)

Rz m.{

h(1)

74 = P(x®)|the students opened their)

books

laptops

QJA

u

Same weights applied on
every timestep, so there is

(oo de

000

J%'l

symmetryin how inputs
are processed.
RNNDisadvantages )
A Recurrent computation
slow
A In practice, difficult to
access information frornr
L many steps back

o(1)

5 More on
these later
> .

In the
course

the
(1)

—E%oooo

o(2)

students
7(2)

NE)

opened
2 (3)

o)

their
(%)



Training a RNN Language Model

A Get abig corpus of texwhich is a sequence of wor =™, ..., 2™
A Feed into RNNLM; compute output distributiolg'*) for every step.t
Ai.e. predict probabilitydist of every word given words so far

A Loss functioron stept is crossentropy between predicted probability
distribution (¥} |, and the true next wcy®  (dra forz(+1 ):

JO©) = CE@®,§0) = - 3 y®log g = — log ¥

Tt41
weV

A Average this to gebverall losfor entire training set:

1 < 1 <
__Z (t) :_Z_l NO
L t=1 7m0 I t=1 bt

25



Training a RNN Language Model

= negative logrob

2T aaddzRSyidacé
LOSS—— [JM)(h) J2)(9) J3)(9) JW ()
/I\ /I\ N N
Predl(?ted ’Q(l) g(z) ,g(?,) ,g(él)
prob dists n "
U U U U
h)___ h) h(2) h3) h4)
@ @ @ @ @
O\ W, |0 Wi |[@| W |@| Wr @ W
@ 1@ 1@ | @ 1@ i
@ @ () () @
— 7 " " "
W, W, W, W,
(1) 2)| © 3 O (4)
ol “lo|l “le| °|o
© @ O )
Te 5 Te o
Corpus———— the students opened their exams
26 a’;(l) $(2) a’;(3) :L-(4)

X



Training a RNN Language Model

= negative logrob

2T a2LISYSRE
Loss——— J(9) J2) () J3 () J ()
/I\ /]\ N N
Predl(?ted ’Q(l) g(z) ,g(?,) ,g(él)
prob dists n "
U U U U
h)___ h) h(2) h3) h4)
@ @ @ @ @
O\ W, |0 Wi |[@| W |@| Wr @ W
@ 1@ 1@ | @ 1@ i
@ @ () () @
— N Y Y Y
W, W, W, W,
(1) 2)| © 3 O (4)
ol “lo|l “le| °|o
© @ O )
Te 5 Te o
Corpus———— the students opened their exams
27 a’;(l) $(2) a’;(3) :L-(4)

X



Training a RNN Language Model

= negative logrob

2T GUKSANE
LOSS—— J)(h) J2)(9) J3)(9) JW ()
/I\ /I\ N N
Predl(?ted ’Q(l) g(z) ,g(?,) ,g(él)
prob dists n "
U U U U
h)___ h) h(2) h3) h4)
@ @ () @ @
O\ W, |0 Wi |[@| W |@| Wr @ W
@ 1@ 1@ | @ 1@ i
® ® O O O
— N Y N Y
W, W, W, W,
(1) 2)| © 3 O (4)
ol “lo|l “le| °|o
© @ O )
Te 5 Te o
Corpus———— the students opened their exams
28 a’;(l) $(2) a’;(3) :L-(4)

X



Training a RNN Language Model

= negative logprob

2F GSEl Yace
LOSS—— J)(h) J2)(9) J3)(9) JW ()
/I\ /I\ N N
Predl(?ted ’Q(l) g(z) ,g(?,) ,g(él)
prob dists n "
U U U U
h)___ h) h(2) h3) h4)
@ @ () @ @
O\ W, |0 Wi |[@| W |@| Wr @ W
@ 1@ 1@ | @ 1@ i
® ® O O O
— N Y N Y
W, W, W, W,
(1) 2)| © 3 O (4)
ol “lo|l “le| °|o
© @ O )
Te 5 Te o
Corpus———— the students opened their exams
29 a’;(l) $(2) a’;(3) :L-(4)

X



Training a RNN Language Model

Loss—— JW(@) b J? () J3) () JW ()

R

Predl(?ted ’Q(l) @(2) ,g(?,) ,g(él)
prob dists A A
U U U U
h)___ h) h(2) h3) h4)
@ @ ) ) @
O\ W, |0 Wi |@| W |@| Wr [@]| W
@ 1@ 1@ 1@ | @
@ @ @ O @
— o N
-V‘[6 We We We
(1) (2) 3) © (4)
ele|l ¢ el ¢ lo| ¢ leo
@) @) @) @)
Te & T8 o

Corpus———— the students opened their
30 a’;(l) 3}'(2) a’;(3) :L-(4)

exams

H) = = > 10 0)

t=1

X



Training a RNN Language Model

A However: Computing loss and gradients acrsse corpus
V... 2T jstoo expensive

T
1
I (t)
J(0) = — pRARIC)
t=1
A In practice, considez™®, ... (™) asndence(or adocumeny

A RecallStochastic Gradient Descealtows us to compute loss
and gradients for small chunk of data, and update.

A Compute los.J(6) for a sentence (actually a batch of
sentences), compute gradients and update weights. Repeat.
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Backpropagation for RNNs

J(t)(g)
h©) h(t=3) h(t—2) R(t—1) h(t)i\
@ @ @ () @
el W, W, ([@| W, |@| Wk ol Wr |@| Wi
ERASLESPN > > > > > X
@ @ @ () @
o o (o (o |[o

Question:2 KI G Qa G KS J®(g) WM#t. the rapkazeSweighE matrixW,, ?

G ¢ KS 3IwWit R reestdd weight
IS the sum of the gradient
wrtd Sl OK GAYS R

t t t
Answer: 8,]_() — 0J

oWy = oW,

(4)

Why?
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Multivariable Chain Rule

« Given a multivariable function f(z, y), and two single variable functions
af:(t) and y(t), here's what the multivariable chain rule says:

d Of de  Of dy
Gle0w) -5 T+

>

Derivative of composition function

One final output f(x(¢), y(t))

RN

T () y(t)

One input

Source:
https://www.khanacademy.ovghath/multivariable-calculus/multivariablederivatives/differentiatingvectorvaluedfunctions/a/multivariablechainrule-simpleversion
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https://www.khanacademy.org/math/multivariable-calculus/multivariable-derivatives/differentiating-vector-valued-functions/a/multivariable-chain-rule-simple-version

Backpropagation for RNNs: Proof sketch

« Given a multivariable function f(z, y), and two single variable functions
:t:(t) and y(t), here's what the multivariable chain rule says:

d _Of dz Of dy
Derivative of conTposition function
In our example: Apply the multivariable chain rule:

J(t)(g) =1

Wil Wil o) X Wil oWy OWhr|y OWh
Q

& Y (0
/s & eQl Z oW, "
Wh 1,:1

Source:
https://www.khanacademy.ovghath/multivariable-calculus/multivariablederivatives/differentiatingvectorvaluedfunctions/a/multivariablechainrule-simpleversion
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https://www.khanacademy.org/math/multivariable-calculus/multivariable-derivatives/differentiating-vector-valued-functions/a/multivariable-chain-rule-simple-version

Backpropagation for RNNs

h(0)

(ecoo]

H.J®)
oWy,

35

JO ()
h(t—3) h(fi) h(t—1) h(t)
Wy, : Wy ® Wy ® Wy, o Wi,
—> ERAGENE JIRASENY ) ERASGN ' —> X
@ [ @

e o o (e
Answer:Backpropagate over
timestepsi=t> X > n 2 adzYyY}

. gradients as you go.
0J®) This algorithm is called
E:éﬂVh(” GO0l OTLINRBLI I GAZY

calculate this?

Question:How do we



Generating text with a RNN Language Model

Just like a gram Language Model, you can use a RNN Language Model to

generate textbyrepeated samplin® { I YLX SR 2 dzd LIzl A a
favorite  season IS spring
N N
Tsample Tsample sample sample
g g2 g3 g
U U /\U /\U
h)___ hD h(2) h(3) h(4)
@ @ @ @ @
O\ W, |0 W, |[@| Wh |@| Wh @ Wn
@ 1@ 1@ 1@ 1@ .
@ @ @ @ @
| S h/\—/ \ y Y J h/\_, \ x J
We We We We
8 rgw r—o—\ rgw
(1) (2) (3) © (4)
€’lel “le| “le| ¢ e
o @) @) @)
Te Tz T& s
36 my favorite  season IS spring



Generating text with a RNN Language Model

Al SGQa KIFI @S a2YS TFdzyH

A You can train a RNNM on any kind of text, then generate text
In that style.

A RNNLM trained onObama speeches

The United States will step up to the cost of a new challenges of the American
people that will share the fact that we created the problem. They were attacked
and so that they have to say that all the task of the final days of war that I will not

be able to get this done.

Source:https:// medium.com@saminiobama-rnn-machinegeneratedpoliticalspeeches8abdl18a2eal
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https://medium.com/@samim/obama-rnn-machine-generated-political-speeches-c8abd18a2ea0

