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Overview

Today we will:

Å Introduce a new NLP task

ÅLanguage Modeling

Å Introduce a new family of neural networks

ÅRecurrent Neural Networks (RNNs)

These are two of the most important ideas for the rest of the class!

motivates
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Å Language Modelingis the task of predicting what word comes 
next.

the students opened their ______

ÅMore formally: given a sequence of words                                 ,
compute the probability distribution of the next word             :

where            can be any word in the vocabulary

ÅA system that does this is called a Language Model.

Language Modeling

exams

minds

laptops
books
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Language Modeling

ÅYou can also think of a Language Model as a system that 
assigns probability to a piece of text.

ÅFor example, if we have some text                          , then the 
probability of this text (according to the Language Model) is:
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This is what our LM provides



You use Language Models every day!
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You use Language Models every day!
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n-gram Language Models

the students opened their  ______

ÅQuestion: How to learn a Language Model?

ÅAnswer(pre- Deep Learning): learn a n-gram Language Model!

ÅDefinition:A n-gramis a chunk of n consecutive words.
ÅuniƎǊŀƳǎΥ άǘƘŜέΣ άǎǘǳŘŜƴǘǎέΣ άƻǇŜƴŜŘέΣ έǘƘŜƛǊέ

ÅbiƎǊŀƳǎΥ άǘƘŜ ǎǘǳŘŜƴǘǎέΣ άǎǘǳŘŜƴǘǎ ƻǇŜƴŜŘέΣ άƻǇŜƴŜŘ ǘƘŜƛǊέ

ÅtriƎǊŀƳǎΥ άǘƘŜ ǎǘǳŘŜƴǘǎ ƻǇŜƴŜŘέΣ άǎǘǳŘŜƴǘǎ ƻǇŜƴŜŘ ǘƘŜƛǊέ

Å4-ƎǊŀƳǎΥ άǘƘŜ ǎǘǳŘŜƴǘǎ ƻǇŜƴŜŘ ǘƘŜƛǊέ

Å Idea:Collect statistics about how frequent different n-grams 
are, and use these to predict next word.
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n-gram Language Models

Å First we make a simplifying assumption:             depends only on the 
preceding n-1 words.

(statistical 
approximation)

(definition of 
conditional prob)

(assumption)

n-1 words

prob of a n-gram

prob of a (n-1)-gram

ÅQuestion:How do we get these n-gram and (n-1)-gram probabilities?

Å Answer:By countingthem in some large corpus of text!
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n-gram Language Models: Example

Suppose we are learning a 4-gramLanguage Model.

as the proctor started the clock, the students opened their _____
discard

condition on this

For example, suppose that in the corpus:

Å άǎǘǳŘŜƴǘǎ ƻǇŜƴŜŘ ǘƘŜƛǊέ ƻŎŎǳǊǊŜŘ мллл ǘƛƳŜǎ

Å άǎǘǳŘŜƴǘǎ ƻǇŜƴŜŘ ǘƘŜƛǊ booksέ ƻŎŎǳǊǊŜŘ 400times

ÅĄ P(books| students opened their) = 0.4

Å άǎǘǳŘŜƴǘǎ ƻǇŜƴŜŘ ǘƘŜƛǊ examsέ ƻŎŎǳǊǊŜŘ 100times

ÅĄ P(exams| students opened their) = 0.1

Should we have 
discarded the 
άǇǊƻŎǘƻǊέ ŎƻƴǘŜȄǘΚ
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Sparsity Problemswith n-gram Language Models

Note: Increasing n makes sparsity problems worse.
¢ȅǇƛŎŀƭƭȅ ǿŜ ŎŀƴΩǘ ƘŀǾŜ n bigger than 5.

Problem:What if άǎǘǳŘŜƴǘǎ 
ƻǇŜƴŜŘ ǘƘŜƛǊέnever occurred in 
ŘŀǘŀΚ ¢ƘŜƴ ǿŜ ŎŀƴΩǘ ŎŀƭŎǳƭŀǘŜ 
probability for any !

Sparsity Problem 2

Problem:What if άǎǘǳŘŜƴǘǎ 
ƻǇŜƴŜŘ ǘƘŜƛǊ     έnever 
occurred in data? Then 
has probability 0!

Sparsity Problem 1

(Partial) Solution:Add small ‏
to the count for every               . 
This is called smoothing.

(Partial) Solution:Just condition 
on άƻǇŜƴŜŘ ǘƘŜƛǊέinstead. 
This is called backoff.
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Storage Problemswith n-gram Language Models
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Storage: Need to store count for 
all n-grams you saw in the corpus. 

Increasing n or increasing corpus 
increases model size!



n-gram Language Models in practice

ÅYou can build a simple trigram Language Model over a 
1.7 million word corpus (Reuters) in a few seconds on your laptop*

today the_______

* Try for yourself:https:// nlpforhackers.io/language-models/Otherwise, seems reasonable!

company 0.153
bank 0.153
price 0.077
italian 0.039
emirate 0.039

ƛ

get probability 
distribution

Sparsity problem: 
not much granularity 

in the probability 
distribution

Business and financial news
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https://nlpforhackers.io/language-models/


Generating text with a n-gram Language Model

ÅYou can also use a Language Model to generate text.

today the _______

condition on this

company 0.153
bank 0.153
price 0.077
italian 0.039
emirate 0.039

ƛ

get probability 
distribution

sample
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Generating text with a n-gram Language Model

ÅYou can also use a Language Model to generate text.

today the price _______

condition on this

of 0.308
for 0.050
it 0.046
to 0.046
is 0.031

ƛ

get probability 
distribution

sample
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Generating text with a n-gram Language Model

ÅYou can also use a Language Model to generate text.

today the price of _______

condition on this

the 0.072
18 0.043
oil 0.043
its 0.036
gold 0.018

ƛ

get probability 
distribution

sample
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Generating text with a n-gram Language Model

ÅYou can also use a Language Model to generate text.

today the price of gold _______
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Generating text with a n-gram Language Model

ÅYou can also use a Language Model to generate text.

today the price of gold per ton , while production of shoe 
lasts and shoe industry , the bank intervened just after it 
considered and rejected an imf demand to rebuild depleted 
europeanstocks , sept 30 end primary 76 ctsa share .

Surprisingly grammatical!

Χōǳǘincoherent.We need to consider more than 
three words at a time if we want to model language well.

But increasing n worsens sparsity problem, 
ŀƴŘ ƛƴŎǊŜŀǎŜǎ ƳƻŘŜƭ ǎƛȊŜΧ
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How to build a neuralLanguage Model?

ÅRecall the Language Modeling task:

ÅInput: sequence of words

ÅOutput: prob dist of the next word 

ÅHow about a window-based neural model?

ÅWe saw this applied to Named Entity Recognition in Lecture 3:

18
in Paris are amazingmuseums
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A fixed-window neural Language Model

the students opened theiras the proctor started the clock ______

discard
fixed window
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A fixed-window neural Language Model

the students opened their

books
laptops

concatenated word embeddings

words / one-hot vectors 

hidden layer

a zoo

output distribution 
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A fixed-window neural Language Model

the students opened their

books
laptops

a zoo

Improvementsover n-gram LM:
Å No sparsity problem
Å5ƻƴΩǘ ƴŜŜŘ ǘƻ ǎǘƻǊŜ ŀƭƭ ƻōǎŜǊǾŜŘ 

n-grams

Remaining problems:
Å Fixed window is too small
Å Enlarging window enlarges 
ÅWindow can never be large 

enough!
Å and          are multiplied by 

completely different weights in      .
No symmetry in how the inputs are 
processed.

We need a neural 
architecture that can 

process any length input
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Recurrent Neural Networks (RNN)

hidden states 

input sequence 
(any length)

Χ

Χ

Χ

Core idea:Apply the 
same weights 
repeatedlyA family of neural architectures
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A RNN Language Model

the students opened theirwords / one-hot vectors 

books
laptops

word embeddings

a zoo

output distribution 

Note: this input sequence could be much 
ƭƻƴƎŜǊΣ ōǳǘ ǘƘƛǎ ǎƭƛŘŜ ŘƻŜǎƴΩǘ ƘŀǾŜ ǎǇŀŎŜΗ

hidden states 

is the initial hidden state
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A RNN Language Model

the students opened their

books
laptops

a zoo

RNNAdvantages:
Å Can process any length

input
Å Computation for step t

can (in theory) use 
information frommany 
steps back

ÅaƻŘŜƭ ǎƛȊŜ ŘƻŜǎƴΩǘ 
increasefor longer input

Å Same weights applied on 
every timestep, so there is 
symmetry in how inputs 
are processed.

RNN Disadvantages:
Å Recurrent computation is 

slow
Å In practice, difficult to 

access information from 
many steps back 

More on 
these later 
in the 
course
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Training a RNN Language Model

ÅGet a big corpus of text which is a sequence of words

Å Feed into RNN-LM; compute output distribution         for every step t.

Åi.e. predict probability dist of every word, given words so far

Å Loss function on step t is cross-entropybetween predicted probability 
distribution        , and the true next word        (one-hot for           ):

Å Average this to get overall loss for entire training set:
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Training a RNN Language Model
= negative log prob
ƻŦ άǎǘǳŘŜƴǘǎέ

the students opened their ΧexamsCorpus

Loss

Χ

26

Predicted 
prob dists



Training a RNN Language Model
= negative log prob
ƻŦ άƻǇŜƴŜŘέ

the students opened their Χexams

Χ

27

Corpus

Loss

Predicted 
prob dists



Training a RNN Language Model
= negative log prob
ƻŦ άǘƘŜƛǊέ

the students opened their Χexams

Χ

28

Corpus

Loss

Predicted 
prob dists



Training a RNN Language Model
= negative log prob
ƻŦ άŜȄŀƳǎέ

the students opened their Χexams

Χ

29

Corpus

Loss

Predicted 
prob dists



Training a RNN Language Model

Ҍ                  Ҍ                   Ҍ                  Ҍ Χ      Ґ

the students opened their Χexams

Χ
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Loss
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Training a RNN Language Model

ÅHowever: Computing loss and gradients across entire corpus
is too expensive!

Å In practice, consider                       as a sentence (or a document)

ÅRecall:Stochastic Gradient Descent allows us to compute loss 
and gradients for small chunk of data, and update.

ÅCompute loss          for a sentence (actually a batch of 
sentences), compute gradients and update weights. Repeat.
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Backpropagation for RNNs

ΧΧ

Question:²ƘŀǘΩǎ ǘƘŜ ŘŜǊƛǾŀǘƛǾŜ ƻŦ              w.r.t. the repeatedweight matrix         ?

Answer:

ά¢ƘŜ ƎǊŀŘƛŜƴǘ w.r.t. a repeated weight 
is the sum of the gradient 
w.r.tΦ ŜŀŎƘ ǘƛƳŜ ƛǘ ŀǇǇŜŀǊǎέ
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Multivariable Chain Rule
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Source:
https:// www.khanacademy.org/math/multivariable-calculus/multivariable-derivatives/differentiating-vector-valued-functions/a/multivariable-chain-rule-simple-version

https://www.khanacademy.org/math/multivariable-calculus/multivariable-derivatives/differentiating-vector-valued-functions/a/multivariable-chain-rule-simple-version


Backpropagation for RNNs: Proof sketch
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Χ

In our example: Apply the multivariable chain rule:
= 1

Source:
https:// www.khanacademy.org/math/multivariable-calculus/multivariable-derivatives/differentiating-vector-valued-functions/a/multivariable-chain-rule-simple-version

https://www.khanacademy.org/math/multivariable-calculus/multivariable-derivatives/differentiating-vector-valued-functions/a/multivariable-chain-rule-simple-version


Backpropagation for RNNs

ΧΧ

Question:How do we 
calculate this?

Answer:Backpropagate over 
timesteps i=tΣΧΣлΣ ǎǳƳƳƛƴƎ 
gradients as you go.
This algorithm is called 
άōŀŎƪǇǊƻǇŀƎŀǘƛƻƴ ǘƘǊƻǳƎƘ ǘƛƳŜέ
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Generating text with a RNN Language Model
Just like a n-gram Language Model, you can use a RNN Language Model to 
generate text by repeated samplingΦ {ŀƳǇƭŜŘ ƻǳǘǇǳǘ ƛǎ ƴŜȄǘ ǎǘŜǇΩǎ ƛƴǇǳǘΦ

my favorite season is

Χ

sample

favorite

sample

season

sample

is

sample

spring

spring36



Generating text with a RNN Language Model

Å[ŜǘΩǎ ƘŀǾŜ ǎƻƳŜ ŦǳƴΗ

ÅYou can train a RNN-LM on any kind of text, then generate text 
in that style.

ÅRNN-LM trained on Obama speeches:

Source:https:// medium.com/@samim/obama-rnn-machine-generated-political-speeches-c8abd18a2ea0
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https://medium.com/@samim/obama-rnn-machine-generated-political-speeches-c8abd18a2ea0

