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Abstract 

Question-Answering (QA) system based on neural language models (NLM) is 

known to be highly sensitive to the knowledge domain of training data and often 
has inferior performance when used for out-of-domain QA tasks. In this paper, the 
authors attempt to combine a few published methods to improve the robustness of 
the QA system on out-of-domain data. We first introduce methods we have tried, 
including domain adversarial training, domain adaptive pretraining, finetuning 
on few samples, and data augmentation. We then apply these methods through 
experimentation, improving the robustness of our baseline model on out-of-domain 
test datasets given two groups of training datasets: three large in-domain datasets 
and three very small out-of-domain datasets. We experimented and evaluated the 
effects of the above-mentioned methods both individually and combined. We found 
that while the individual method generates mixed results, the combination of them 
can improve the robustness of the baseline model in the QA task to the greatest 
extent on the out-of-domain datasets. 

1 Introduction 

QA system is an important domain of natural language processing (NLP), and it has a long history 
of being researched: the earliest prototype of such system can be traced back to 1960s-1970s [1] 
[2]. With the booming of deep learning in recent years, QA systems constructed on deep neural 
networks have become the mainstream [3]. Currently, many applications of QA system based on 
neural networks such as chatbot [4], search engine [5] and medical information assistant [6] has been 

developed and even achieved success in business. 

However, the neural network-based QA system needs to be trained on a large amount of data. Since 
most data required for training neural network-based QA system need human annotation [7], in 
real-world situations, researchers often face the problem of building a QA system for knowledge 
domains that are different from the training data. For example, while there are many matured QA 
datasets are based on news and Wikipedia content, the objective may be to build a QA system for 
medical knowledge, where the training data are harder to find to fine-tune the models. 

In these cases, the researchers usually have abundant in-domain data but scarce out-of-domain data 
to train the neural network models. Studies have already shown that neural network models tend to 
learn superficial correlations in training data that fail to generalize across different distribution [8] 
[9]. Consequently, it is often observed that these QA systems which have superb performance when 
completing tasks within the knowledge domain of their training data can have dramatically decreased 
performance when completing tasks out of the knowledge domain [10]. 

To solve this problem, in recent years many research has been done to improve the robustness of 
the QA system so that it can maintain high performance across different domains. These techniques 

Stanford CS224N Natural Language Processing with Deep Learning



include mix-of-expert system [11], adversarial training [12] [13], better finetuning techniques on 

few-shot examples [14], task adaptive finetuning [15], data augmentation [16], and meta-learning 

[17]. 

In this project, we aimed to selectively incorporate four robustness-improving techniques listed above, 
including domain-adaptive pretraining, adversarial training, data augmentation, and few sample 
finetuning into the baseline model training process and evaluate each technique’s effect on the model 
robustness. Finally, we managed to combine all individual techniques and evaluated how collectively 
these methods could improve the robustness of the QA system. 

2 Related Work 

Many recent works with different techniques to improve the robustness of QA systems have been 
published. We selected four methods that are both promising and within the scope of a course project. 

2.1 Data Augmentation 

Data augmentation has been shown to be a useful tool to enhance the robustness of deep learning 
models, particularly in computer vision problems. It is also being increasingly used in NLP problems. 
Since the weak robustness of the QA system on out-of-domain tasks may be partly due to the 
learning of superficial correlations in the in-domain data which is hard to generalize [8], using data 
augmentation may help models ignore these superficial correlations and instead learn the invariances 
in data. There are many works presenting different effective data augmentation techniques. Back 
translation is one common strategy, in which the texts of questions and passages are translated into a 
different language and then back to the original one. In this way, paraphrased training data is created 
in an automatic way [18]. Word substitution [19] and alignment shifting [20] are also two strategies 

to create augmented data. A recent study also presented the work of using an automatic system to 
create semantically equivalent adversaries (SEA) to augment the training data [21]. 

2.2 Adversarial Training 

The core idea of adversarial training is to help models learn domain-invariant features rather than 
features that are specific to one domain [22]. After being proposed in 2014 [23], adversarial training 
has been widely applied in the computer vision field to help with tasks such as image recognition 
[24]. It has also be extended to NLP tasks such as text classification [25] and relation extraction 

[26]. In a recent publication, adversarial training has been successful used in QA tasks and shown to 

improve the F1 score by up to 2 points compared to the same model without adversarial training [27]. 
In this study, the authors created one discriminator to classify the question and context into domains 
and one normal BERT-based [28] QA model. The latter learns domain-invariant features by trying to 
project texts into domain-invariant embeddings that can confuse the discriminator. 

2.3. Domain-adaptive Pretraining 

Since the BERT models are usually pretrained on general domain corpora such as web text and 
news, it is natural to reason that tailoring a pretrained model to the domain of a target task may 
improve the performance. Studies have reported the second phase of pretraining on data in task 
domains can improve the performance in classification tasks [15], named entity recognition (NER) 
and speech rendition tasks [29], and QA tasks [30]. A recent study even proposed that for domains 

with sufficient data such as the biomedical field, skipping the general domain pretraining process 
can lead to performance gains over a model pretrained first on general-domain data and subsequent 
task-domain data [31]. 

2.4 Finetuning on Few Examples 

BERT has been known to have instability in finetuning [32]. Studies have shown that when finetuning 
on a small dataset, the randomness introduced in BERT training processes such as weight initialization 
and training data order can cause significant perturbation in results [33]. In one recent publication, the 
authors demonstrated that some layers of the BERT network may be inferior starting points for fine- 
tuning and re-initializing these layers may improve the performance. The same study also suggested



ignoring gradient bias correction and insufficient training time may also lead to instability [14]. A 
few studies also proposed a few techniques to improve the finetuning stability, such as finetuning on a 
large intermediate task before finetuning on a small dataset [34] and using an innovative regularization 
method [35]. 

3 Approach 

3.1 Baseline Model 

We built our QA system based on the DistiIBERT model [36]. DistilBERT is a general-purpose 
language representation model which is derived from BERT [32] but it is smaller and faster while 
maintaining a similar level of language understanding capabilities. The model used in this project 
has been pretrained by HuggingFace Inc. [37] and made available to the public. This version of 
DistilBERT has 6 layers, 768 hidden units, 12 heads, and 66M parameters and was distilled from a 

BERT model checkpoint trained on lower-cased English text [38]. Our baseline model is created by 
further finetuning it on the three in-domain datasets described in the experimentation section with 
default parameters as the project guideline advised. 

3.2 Methods to Improve Robustness 

In this study, a few different approaches are explored to improve the robustness of the QA system 
on out-of-domain data, including domain adaptive pretraining, data augmentation, and domain 
adversarial training and adjusting the finetuning process for few examples. 

3.2.1 Data Augmentation 

We have explored two different types of data augmentation. 

First, the questions in the out-of-domain dataset were augmented through back-translation. This 
method was inspired by [21]. Specifically, using the established online translation service Google 
Translate, we translate each of the questions in the three out-of-domain datasets into French and then 

translate them back into English. This method provides us with a paraphrase of the original question 
prompt, holding the context and answer constant. 

Second, the contexts in the out-of-domain dataset were augmented through alignment shifting [20]. 
Using this method, we want to make sure that when unrelated contexts are deleted, our model can 

still accurately find the correct answer from the context. We first went over the questions and answers 
and find out where the answers are located in the contexts. We then randomly select chunks of tokens 
that do not appear in answers or between answers and randomly truncate these contexts out. 

Since these two methods deal with different parts of data and thus independent of each other, we have 
crossed applied them to generate the augmented out-of-domain datasets. 

3.2.2, Domain Adversarial Training 

To adopt the adversarial training, we referred to the research code provided by [27] and modified 
the adversarial training model part and integrate it into our codebase. As described in the previous 
section, the discriminator tries to correctly classify the domain based on the joint embedding of 
context and questions. During training, the objective of the QA model is not only to minimize the 
negative loglikelihood of the predictions for start position and end position but also to confuse the 
discriminator model as much as possible. The overall optimizing objective becomes minimizing the 
sum of the QA loss and a weighted Kullback-Leibler (KL) divergence between uniform distribution 

over domain classes /t and the discriminator’s prediction, as in 

Leas = LQA +2- KL(Uniform(K)||Predaiseriminator)- 

3.2.3. Domain Adaptive Pretraining 

To accomplish domain adaptive pretraining (DAPT), the DistiIBERT model pretrained by Hugging- 
Face was further pretrained on domain-specific MLM task data. Here we create the MLM task 
training and validation dataset from the three in-domain datasets (SQUAD, NewsQA, and Natural 

Question).



To create the MLM task datasets, the questions and passages in these QA datasets were concatenated 
and random masking was then applied to the sequence, with each word having a certain probability 
Pm Of being masked. In the next step, the masked words can either be replaced by a [MASK] token 
with probability p;, or a random word from the dictionary with probability p2, or keep as original 
with probability p3. We referred to the masked data generation function in the research code provided 
by [15] to create the MLM task dataset into our project. After the DAPT process, the obtained model 
can be saved and further finetuned with QA task-specific data, same as models without this process. 

3.2.4 Finetuning on Few Sample 

As discussed in Related Work section, many factors can influence the results of finetuning on few 
samples. As the time is limited, we only experimented on the effects of freezing all layers in the 
pretrained BERT model except for the output layer. 

4 Experiments 

4.1 Data 

The project intends to improve the model’s ability to generalize from in-domain datasets, which are 
abundant, to out-of-domain datasets, which are scarce. As shown in Table 1, we have three in-domain 

datasets and three out-of-domain datasets. The number shown in the table is the number of questions 
in the dataset. Multiple questions can share the same context. Each question is followed by three 
crowd-sourced answers, each of which have two numerical numbers indicating the start and end 

position of the extracted answer, respectively. 

on 

a 

ews articles 

a 

Ovie reviews 

traction c a 

Table 1: or datasets used pro.            borrowed [ 

4.2 Evaluation method 

We used two widely used evaluation metrics: Exact Match (EM) and F1 score. 

¢ Exact Match is a binary 0/1 metric that says whether the answer matches exactly to the 
ground truth. It is a stricter measure of the two. 

¢ F* score is the harmonic mean of precision and recall: 

true positive 

‘true positive + 1/2(false positive + false negative) 
  

It is the less strict measure of the two. 

4.3 Experimental details 

Figure 1 shows the general experiment flow chart. By opting for whether incorporating a spe- 
cific technique at each decision point, we created different combinations of robustness-improving 
techniques. 

All experiments were conducted on the Pytorch (version 1.7.1) deep learning framework [46] and in 
Python 3.6.8 environment. We trained the models on NC6 virtual machine (VM) of Microsoft Azure 

Platform [47] with one single K80 GPU. The AdamW [48] optimizer, which has been shown one of 

the fastest optimizers in recent years, was used in all model training,
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Figure 1: Flowchart of experiments 

For model finetuning on in-domain data, we used the default hyperparameter setting of a batch-size 
of 16, an epoch number of 3, and a learning rate of 3 x 10~°. Model performance on validation 
dataset was evaluated every 5000 gradient steps, and the model with the best performance was saved 
for further analysis and finetuning. 

For finetuning on out-of-domain data, we used a batch-size of 16, an epoch number of 3, and a 
decreased learning rate of 3 x 10~°. Since the out-of-domain data is scarce, model performance on 
the validation dataset was evaluated every 20 gradient steps, and the model with the best performance 
was saved for further analysis. 

To implement adversarial training, a discriminator was added to the same pretrained DistiIBERT 
as in the baseline model. The discriminator is composed of three repeat components that consist 
of a linear layer of 768 units, one ReLU layer and a dropout layer (dropout rate = 0.1), and one 
softmax output layer for domain classification. The weight of discriminator loss 4 was set as the 
default of 0.5. We conducted a search on the hyperparameters and structure of the discriminator, 
including the \, dropout rate, and the number of hidden units, but did not find a setting yielding 
better performance than the default proposed by the original research paper (result not shown). For 
adversarial training, finetuning on the in-domain dataset or out-of-domain dataset is following the 
same settings as mentioned above. 

To achieve domain adaptive learning, the DistrilBERT model pretrained by HuggingFace was further 
pretrained using masked language modeling (MLM) on the three in-domain datasets before any QA 
task-specific finetuning. The in-domain QA datasets were wrangled to generate MLM task datasets. 
The process includes first masking random words with masking probability p,, = 0.15, and then 
replacing the masked words by [MASK] token with p; = 0.8, by random other words with pz = 0.1, 
or keeping them as original tokens with p3 = 0.1. This setting is used in the original research paper 
by [15]. The MLM model was also trained with AdamW optimizer and a batch-size of 16, an epoch 

number of 3, and a learning rate of 3 x 10~°. The model performance on the validation dataset



was evaluated every 5000 gradient steps, and the model with the least MLM loss was used for the 
downstream QA task-specific finetuning as shown above. 

4.4 Results 

- + - + 

  

30.63 31.68 31.68 33.51 34.29 34.29 30.63 3246 3246 33.77 35.08 

Table 2: Experiment results based on F1 and EM scores. A combination of different robustness- 

improving techniques was tested. The first column is the baseline model trained following the 
project guideline. DAPT +/-: whether the model was further pretrained using in-domain data on 
masked language model; Adv +/-: whether the model with adversarial training; F +/-: whether 
finetuning was conducted using out-of-domain data; A +/-: finetuning using augmented or original 
out-of-domain data 

Part of the results from the experiments is shown in Table 2. The performance of models, which 
are trained with or without each robustness-improving technique, are measured based on the F1 and 
EM scores on out-of-domain validation datasets. Since we discovered that freezing all layers but the 
output layers consistently produced inferior results, finetuned models shown in Table 2 are without 
freezing layers during the process. 

We observe that each technique may generate a better or worse performance compared to the baseline 
model (DAPT-, Adv- and F-), which has an F1 score of 47.72 and an EM score of 30.63. For 

example, only using DAPT causes a decreased F1 score (47.09) and unchanged EM sore. Using 
adversarial training alone can improve both scores (Fl: 48.51; EM: 33.51) and this improvement 
generally holds when combined with other methods. Interestingly, finetuning on the augmented 
out-of-domain data produced the same performance score in most experiments when compared to its 
original out-of-domain counterparts, except when combining with domain adaptive pretraining and 
adversarial training. But we did observe it produced slightly better performance in the situation of 
freezing all layers during finetuning (results not shown). We think it suggests a combination of DAPT 
and adversarial training make the model more prepared to computationally figure out the invariant 
information in the augmented data. 

Overall, our experiment demonstrated a stronger improvement in model robustness when combining 
individual techniques. The combination of DAPT, adversarial training, and finetuning with augmented 
out-of-domain data produced the best EM score, 35.34. The best Fl score is achieved when the 
combination of DAPT and Adversarial training and finetuning with original out-of-domain data, 
which is 50.61. However, both F1 (50.61 vs 50.38) and EM (35.08 vs 35.34) are pretty close in these 

two settings. 

Finally, we evaluated the performance of the two best models above on the test dataset. Surprisingly, 
we observed the performance is less desirable. The model combining all robustness-improving 
methods (DAPT+, Adv+, F+, and A+) generated an EM score of 41.19 and an F1 score of 58.46, 

and the other model (DAPT+, Adv+, F+ and A-) generated an EM score of 41.12 and an F1 score of 

58.50. Both models have decreased F1 scores and only minor improvement in EM score compared to 
the baseline model (F1: 59.25; EM: 40.07). We think this could be due to the fact that out-of-domain 

training data size is too small compared to test data size. Such small data size creates large variance in 
the result. We reason that from the observation that the baseline model also has drastically different F1 
and EM scores on the test dataset. Consequently, optimization of the performance on the validation 
test set can not guarantee the optimized performance on the test dataset. 

5 Analysis 

We conduct some case studies here to analyze the predictions produced by our model. When people 
see a correct prediction by models on a QA task, they usually tend to believe that the models have 

+ 

35.34



  
Question: Due to which disease did Julius Garfinckel die? 
Context: Julius Garfinckel died on his 64th birthday of pneumonia in Washington, D.C. ... 
Answer: pneumonia 
Prediction: died on his 64th birthday of pneumonia 

Question: Which musical instrument is connected with Neumeister Collection? 
Context: The Neumeister Collection is a manuscript compilation of chorale preludes for organ ... 
Answer: organ 
Prediction: chorale preludes for organ 

Table 3: Wrong predictions that overlap with the correct answer 

  

  

  
Question: Who suggests they kidnap the daughter of an executive that fired Ryu? 
Context: ... Ryu and his girlfriend, Yeong-mi conspire to kidnap the daughter of the boss who 
fired him ... they decide to kidnap Yu-sun, the daughter of the boss’s friend, Park Dong-jin ... 
Answer: Yeong-mi 
Prediction: Park Dong-jin 

Question: Who is the book, Be Happy at Work, written for? 
Context: ... Joanne Gordon does. She is the author of Be Happy at work ...She wants to help 
people who do not feel satisfied with their jobs find work that is good for them ... 
Answer: people who do not feel satisfied with their jobs 
Prediction: Joanne Gordon 

Table 4: Wrong predictions that are of the right type 

  

  

human-like capabilities of understanding natural languages. The following two types of errors we 
observe contradict this idea and illustrate the good and the bad of our models. 

First, some wrong predictions have overlap with the correct answer, but they fail to answer the 
question. Table 3 provides two such examples. Here, our model is able to find the correct sentence 
where the answer appears. However, it fails to address the exact answer posed by the questions, namely 
"disease" in the first question and "musical instrument" in the second question. One explanation 
would be that our model is able to find the approximate place for an answer, but fails to reason and 
select the precise words that answer the question. 

Second, some other wrong predictions are of the correct type, but meaningless in the contexts. Table 
4 provides two of such examples. Here, our model predicts the right type of answer in both cases, 
namely the name of a person, to the question of "Who". Wrong predictions fall into the same section 
as the correct answers. However, as multiple entities of the correct type appear in the nearby contexts, 
our models fail to “reason" the relationship between these entities. 

Overall, we doubt people’s belief that the model has actually the ability to reason. One explanation 
for such error is that our model is able to locate the piece of possible answer and find out the entity of 
the correct type to answer the question. It is essentially doing pattern matching. 

6 Conclusion 

In this project, we successfully implemented a selected number of techniques, including adversarial 
training, domain adaptive pretraining, data augmentation, and finetuning on out-of-domain data that 
were demonstrated to improve the robustness of the deep learning QA system. We quantified the 
effects of each technique and different combinations of them on the performance of the out-of-domain 
QA task using the F1 score and EM score. 

We find that while each method may bring mixed result compared to the baseline model, a combination 
of them generally lead to a greater performance of the QA system on out-of-domain tasks. The 
greatest performance on the EM score was achieved when all four techniques were combined and the 
greatest Fl score was achieved when three methods (adversarial training, finetuning, and DAPT) were 
combined. We also briefly touched on the importance of finetuning setting when working with few 
sample out-of-domain data, where we demonstrated that the choice of freezing most layers during 
finetuning may negatively influence the effect.



We believe this work of horizontal comparison is innovative, as we have not seen a similar analysis 
elsewhere. This work lays a solid ground for future study of comparing these robustness-improving 
techniques and helps researchers to develop better strategies to improve the QA system. 

One of the limitations is the scope of the project does not allow us to conduct larger and deeper 
experiments. With each technique we applied here, there could be months of work of adjustment 
to achieve the best performance. However, time does not allow us to do that. We only attempted to 
conduct limited hyperparameter and model structure search for adversarial training, but it did yield 
positive results. We ended up with default parameters as the original research paper suggested most 
of the time. 

A dark cloud here is the observed discrepancy between the performance on the out-of-domain 
validation and test datasets. Although we reasoned it is probably due to the small sample size of 
out-of-domain training and validation data causing large variance in the result, a detailed analysis is 
highly desirable. But this effort also requires some labels from the test dataset, which is not provided 
here. 

As part of the future work, we would like to analyze the inconsistent behavior of the model on the 
validation and test datasets, if provided needed data. Another direction is to evaluate the individual 

and synergetic effects of more techniques on QA system robustness. We also would like to dive 
deeper into optimizing each technique for our task, which includes trying different data augmentation 
strategies and variations of creating MLM task dataset. 
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