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Word embeddings are important

» Often static, do not respect sentence
context (say Word2Vec)

» Contextual embeddings, like BERT, have
been successful

« Syntactically Informed Word
Representations (SIWRs) are learned using
lexical information

Learning language From graphs

+ GCNs pool
node
information
from neighbors

» Construct graph
from base
embeddings and
syntactic parsing

» Pass through GCN
to predict POS,
dependency arcs
at each node

 Serves as auto-
encoder

[ The } fast Ldog ] ]

Word2vec ——— ~_Sentence Parser

Graph Embedding

[21amerccn

Linear Layer

POS Prediction

—_Bi-affine Attention

Dependency Arc
Prediction

Taking inspiration from proteins

* Modelling proteins as graphs with vector
features has been highly successful

» Al + protein studies have taken inspiration
from NLP; can we flip the script?

+ Equivariant Graph Neural Network replaces
regular GCN from SIWR paper

* EGNN updates combine scalar and vector
info =

Embeddings in downstream tasks

» Nested Entity Recognition: Predict entity labels
for words (ACE 2005, Wikipedia embeddings)

« Binary Relationship Extraction: Predict
relationship between pairs of entities in a
sentence (ACE 2005, Wikipedia embeddings)

* N-Ary Relationship Extraction: Predict
relationship between n entities across multiple
sentences (Drug Gene Mutation, PubMed
embeddings)
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Discussion
* EGNN based embeddings improve
performance in down-stream tasks
* Relatively light-weight model with only 1.5M
additional params (BERT has >300 M)
« Potential fo improve large LM embeddings
(BERT/ELMo/GPT)
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