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Hate speech is one of the most prevalent forms of polarizing language on the
planet. This form of human language degrades and disrespects others, yet it is

often difficult to detect automatically due to difficulties in
language context and bias (oftentimes, directed towards African American
dialogue). The invention of social media has amplified hate speech to a
magnitude never seen before in human history. To address this issue, we
leverage deep ensemble learning techniques to classify and automatically
neutralize hate speech. By leveraging the Hugging Face Twitter Hate Speech
dataset, our sentiment analysis model is an ensemble system that utilizes a
BERT encoder to identify hate speech words and phrases. In addition, we
contribute a two-fold pipeline that can detect hate speech given the training
samples on a word-by-word basis using a classification model, then replace
hateful words with more neutral words using a per-word seq2seq model to
generate the neutral word. We ran and evaluated baseline models such as
Rﬂndom Forest, Logistic Regression, Dccmon Trees, SVC, XGBoost for the

ion tasks, yet our F model all of
them with an F1 score of 99.36%. Human evaluation and our perplexity scores
suggest that these data and models are a first step towards the automatic
identification and replacement of hate speech in text.

Introduct

Hate speech is any kind of communication that attacks
or uses pejorative language with reference to an
individual or group's religion, ethnicity, nationality, race,
or other identifying factor. Hate speech often has more
implications than just pejorative verbal language, as it
perpetuates intolerance and bigotry and it can potentially
lead to violence. For example, the sentence "We want
the Arabs out of France" contains hate speech, since
there is a derogatory meaning involving wanting an
entire group of people out of France due to their identity.
The contribution of our paper is as follows:

e We introduced a novel ensemble model consisting of
pretrained and finetuned BERT models using an
averaged softmax function on our dataset.

We created a novel dataset ensemble from various
datasets to assist in the pretrained BERT models
finetuning. The datasets contain text that are labeled
as hate-speech and not-hate-speech.

‘We have also done some initial analysis to come up
with the first end-to-end pipeline for hate speech
classification and neutralization, where we suggest
edits on a word-to-word basis to replace hate speech
with neutral language until the classification model
does not recognize the sentence as hate speech

We also provide recommendations for future work in
improving our pipeline and suggestions for researchers
interested in deep learning ensembles. In the following
sections, we will review related work, provide
experiments, results, and analysis.

Dataset Number of Samples  jtj.0.0  Olabel ’ RT ‘

tweets_hate_speech_detection "4 1962 007  0.26 &
Davidson et al. 0944 0.13 033
UC Berkeley Design Lab 135556 035 0.49 -
HSLT Group at Vicomtech 23353 082 0.19 Averaged

di Informatica 37281 091 0.4 LE -
iute_nweets 207134 043 0.50 = r:;,..‘ e e xcoded s

: oo
Table 1: Descrption datassts in dataset ensermble (hatshweels) 5 : Ly S—
Output 18 Tl et ottt s

1

Figre 1 Libe Dbt o baehcets datset

For our experiments, we used the Hugging Face dataset
tweets_hate_speech_detection initially and a custom dataset,
hatetweets. hatetweets is composed of 4 different hate speech datasets
from the corpus made by Davidson et al. in their paper Automated Hate
Speech Detection and the Problem of Offensive Language, the UC
Berkeley Design Lab, the HSLT Group at Vicomtech, D
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We ran baseline evaluations using the RandomForest, Logistic Regression, Decision Trees,
SVC and XGBoost models. For the ensembling, first, we measured the test F1 and Accuracy of
the baselines for the dehateBERT, distilroBERTa, and HateEnsemble models. The
HateEnsemble-baseline simply ensembled dehateBERT-pretrained-baseline and

distlroBERTa-pretrained-baseline models. Next, we finctuned the
dehateBERT- and distilroBER

against the hatetweets

trainin dtaset sepmmy Then we ensemble HateEnsemble- finetune from

and distilroBERT:

PART A: CLASSIFICATION

ebastian, Spain, and the [ i di University of
Turin.

For the 4 datasets, we normalized the label by making a discrete
binary with 0: no-hate-sp h, The data
preptiRssing consisiediof converiing the satesnrical s speechisentss
10 a binary categorization, where the threshold score described by the
data collectors as "hate speech” became the threshold for the binary

izati iti , we used to combine the
datasets in order to minimize the loss of Shannon information when
combining the distributions. Conflation is defined for if we have
distributions P, P, ..., P, with probability mass functions p,.p,....,p,
then the combmcd conﬂa(cd distribution &P, P , P is continuous
with the equation
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The hatetweets dataset contains data from a variety of sources,
including tweets, speeches, web forums, and news articles. We
intentionally created a diverse linguistic dataset in order to evaluate
whether our model could detect hate speech in different scenarios with
different diction and rhetoric. Additionally, all types of hate speech,
including discrimination based off of age, ability, race, gender, religion,
sexuality, and origin are included with a roughly equal split in the
dataset.

PART B: NEUTRALIZATION

For Text Neutralization we followed the Pryzant et al. paper which leverages a novel
corpus contalning 1 sentence pairs of subjective bias webscraped from Wikipedia

We ran both models on 10% of our hatetweets datase (dve (o compute restraints)
and the bolow table shows our results:

Model BLEU Score
Concurrent Model 04743
odular Model 05122

Tsble 3: Inference Resuls for Text Neutralzation
As steps to run our end-to-end pipeline we implemented the following steps:

o Tagger Model: The Part Of Speech (POS) tagger model labels the part of
speech of each word and tags biased words in the corpus. This process
‘completes in around 2 hours on Google Colab Pro+.

« Concurrent Model: The Concurrent Model converts biased sentences into
neutral form and creates sentence pairs in the form (biased, neutral) using a
BERT encoder. This process completes in around 40 hrs in Google Colab Pro+
on only 10% of our data. This step led to a performance botileneck due to
‘compute resources, as it took the original authors 300+ hours to run this step.

 Modular Model: The Modular Model contains both Tagger and Concurrent
Models. Itis a BERT-based classifier to identify hate words and has a novel
Join-Embedding through which the classifier can edit the hidden states. We ran
iton 10% of our corpus as well.

o Inference: We ran inference to assess the performance of both the Goncurrent
and the Modular models. Performance in terms of BLEU scores (score for
comparing a candidate transiation of text to one or more reference transiations)
s shown in Table 4.

i ted after the part. For example
e st ik (bom & march 1964, Watfora) is a disgrace liberal democrat
politcian in the United Kingdom , and member of parliament for the Winchester
converted to "Mark ( born 8 march 1964, Watford) is a liberal
democrat politican in the United Kingdom , and member of pariament for the
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Conclusion / Future Works

In our experiments, we have proven that the HateEnsemble is able to
achieve an F1 score of 99.36% finetuned against our dataset ensemble. Due to
the large computing infrastructure required to train the Concurrent Model and our
ensemble, we were unable to train our neutralization model on our full dataset, nor
were we able to run more experiments on our ensemble model

With scaling laws, we believe that our ensemble model would perform better if
the batch size were larger or if we had the compute to use large pretrained models
like the byTS models. For example, increasing the training batch size from § to 16
generates a CUDA out of memory error on a Microsoft Azure NC6s_v3 Ubuntu
Linux instance.

Evaluating the qualitative examples can be challenging to review and discuss,
as these samples do contain some very hateful content. This also poses a challenge
for human turks and deep leaming practitioners working on similar tasks, and their
wmmgnm to work on these tasks long term dug to the emotional damage it may

ause,

As good as the intentions are with detecting hate speech and neutralizing them,
we also have to be aware that this can also be viewed as a form of eensorship and in
itself, may be biased on the team or researchers who are evaluating the models
performance.
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