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EXAMINATION: Ap chest x-ray
INDICATION: ___ year old woman with Altered ... //
Evidence of pneumonia

TECHNIQUE: AP chest radiograph.

COMPARISON: Chest radiograph from ___.
FINDINGS: No evidence of consolidation, ... //lower
thoracic spine, unchanged from prior.
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IMPRESSION: No radiographic evidence of
pneumonia.
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Conclusions

¢ New state-of-art ROUGE-L score of
58.75
o Previous knowledge on similar
tasks and vocabulary showed
advantageous
o Very efficient model, compared to
2" pest performing model

¢ Data-centric approach enabled new
opportunities for improvement in
performance
o Data augmentation techniques with
input fields shuffling:
"paraphrasing"

¢ Analysis on diseases shows that may
be still room for improvement if class
imbalance is addressed
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