IntrospectQA: Building Self-reflecting, Consistent Question Answering Models

Maya Srikanth, Rachael Wang, Mentor: Eric Mitchell
Department of Computer Science, Stanford University

sum(max_entail) < sum(max_contr)

o = i 1 - - " i
Motlvatlon : H ’ ) i #3. 25 entities (at least 65 questions each), 5 batches of size 12
. X ! ALGORITHM 1: CONFLICT BATCHING | ncoming Batch ntrospectQ
e Large pretrained language models excel on a variety of NLP tasks,but | conds«list of conditions corresponding to entity ¢ 1 i ioad / gl
often suffer from a fundamental weakness: logical inconsistency | concle-list of conclusions corresponding to entity e | albatross have e . 0 = / I +2.1% avg
® Example of logical inconsistency: 1 (1) Sample condition ¢; from conds 1 Jeathers?) (5 §e / T consistency
i LOGICAL CONSISTENCY DEFINITION | () Sample 2 conclusions a; from concl i Y 5 anvos Model Memor o y
© Istheapplea fruit? Yes. If an LM assigns true to X and Y, dddid (Macaw) Y 5
R 9| b I such that c;—a; is specified by a constraint ! = s =
O Isfruita plant? Yes. and X A Y =>Z, then the ! Repeat (1), (2) until batch is built ] =1 os2 (0 Miseat i 290 | it Srt Constemey
O Isapplea plant? No LG i i ! Each run focuses on a single entity e | 3 E ! B ok 5 J I s
- . S ! #4. 35 entities (at least 60 i h), 5 batches of size 12
e Can we use past predictions and NLI model output to build a N Mt:e,'(:n'hma] gutitles (atleast60 nuestionsieach), & batches of st
= = = - Baseline F1 Acc T
self-reflecting, consistent pretrained QA model? ALGORITHM 2: NLI Strategy 1 oy e L= T
e Our approach: 1. Compute latest batch of predictions with § = QA _model(z) = argmaz,p(y|z) s g / .
= Augmenting a pre-trained QA model with an external memory 2. Add latest batch (z,7) to model_-memory 5 ¢ +3.7% avg
for storing past model prediction revised predictions ¢+ [ ] / EUTE S
m Integrate supervisory signals from a large pretrained NLI model For each hypothesis, hyp-pred in model.memory: . -
to encourage consistency between past and future QA model max_contr, max-entail & [], [] oss i
dictions For each premise, prem_pred in model_memory: % 2 3 i & 5 ] o Y -
prei ) . . hyp_NLI « format (hypothesis, hyp_pred) into a declarative sentence Batch parE
e Evalu.ate mOdEI_"Y"h adversarially sampled batches to increase prem NLI « format (premise, prem_pred) into a declarative sentence #5. 74 entities (at least 50 questions each), 5 batches of size 10
conflict probability contr logprob, neutral logprob, entail logprob ¢ append NLI_model(prem NLI, . S
hyp_NLI) = Mishtrise
X F1
Background max_contr < contr logprob > -0.0015 9.8k av
max_entail < entail logprob > -0.0015 poer, == o , Gt +1% avg
e Existing approaches for enforcing logical consistency rely on constraint If len(max_entail) < len(max_contr): ! ALGORITHM 3: NLI Strategy 2 h e ot . Sonsstoncy,
solving algorithms like MAXSAT, which operate on hand-engineered i o ¢+~ hyp-pred ' Same as NLI Strategy 1, except replace: ' ass =~ . |
constraint graphs and are confined to a finite set of entities and facts ey' o shigppred, ' ,”“ len(max_entail) < len(max.contr) ! !
; p new -] with 5 1 : P B s . s
o BeliefBank[1] adds a novel memory layer on top of pretrained TS revised_predictions.append(ynes) i I ! Bk eatch
i '

Macaw QA model to track model beliefs over time and modify raw
PTLM answers to improve consistency
CONSTRAINT DEFINITION
A constraint comes in two forms:
1. positive implications: X = T (true)
“Xis a dog.T —“X has a tail"T
2. mutual exclusivities: pair with X =F (false)
“Xisadog".T —"X is a bird"F
“Xis abird".T —"X is a dog’F
This entity cannot be both a dog and a bird

A constraint is comprised of condition — conclusion . // 0%
Methods /\\

return revised_predictions e IntrospectQA can boost performance (F1, consistency) in a streaming
setting across a variety of BeliefBank topics without any fine-tuning
or constraint data
o Other considerations: sensitivity to threshold, performance on
specific entities may vary
e Our baselines & NLI strategy are not directly comparable to
related work[1]: (i) our baseline is significantly better; (ii)
differences in eval data (we focus only on constraints); (iii) differences
in batch sampling (we use conflict batching)
o Noisy comparison: IntrospectQA outperforms BeliefBank F1
accuracy (their best-performing model achieves F1 86.6)

DATASET
We used the BeliefBank dataset of
85 entities, 4998 facts and 12,147
constraints. For this experiment,
we use only questions that align
‘with some constraint, resulting in
subset of ~5500 questions.

Experiments & Analysis
We evaluate whether our method can outperform a Macaw QA baseline on
BeliefBank[1] yes/no questions across a variety of configurations
(# entities, # batches, batch size), in a streaming setting.
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Batch accuracy in a streaming setting on any topic
- IntropectQA is a promising substitute for MaxSAT solver in scenarios
where a constraint graph is not available for topics of interest

- Future steps: improve strategies, extend method to more complex NLP
4. CapableOf: albatross, (CapableOf, fight for life: yes) —

tasks (QA, dialogue, etc)
Q. Can an albatross fight for life? A. Yes.
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2. HasA: albatross, (HasA, feathers: yes) —

Q. Does an albatross have feathers? A. Yes.
3. HasPart: albatross, (HasPart, face: yes) —

Q. Does an albatross have a face? A. Yes
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