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1. Character-level Embeddings

Experimentation & Results

We explored how addition of character level embeddings, attention mechanisms and tuning of
The goal is to build a question-answering system based hyperparameter would affect EM (exact match) and F1 scores using dev set.

on SQUAD 2.0 dataset that could correctly answer a Given {cy,...,cr} {ql ql} words in the context and the

question, respectively:

given question based on a given context. The expected ] ] EM F1
answer would be a span of text from the context. Cehars char = CNN({ey, o, crd {q, 0 4/}) = SiDAtbaselinel Er s AR
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" M BiDAF + char embeddings + C i 52.193 | 52.193
We use BiDAF model as baseline, and aim to improve 1. Attention Mec.hanlsms ) o BiDAF + char embeddings + gated Self- i 58427 | 61.472
its performance, explore different attention techniques a. Co-Attention Layer q/; = tanh(Wq; +b) € R Vj € {1,.., M} BIDAF + char embeddings + Self ion with transformation (Ir = 0.5) 59.435 | 62.756
: s L;=c/q;€R BiDAF + char embeddings + Self- ion with transformation (Ir = 0.25) 61.822 | 65.157
andlcorgpafe ”}e" perfo,'manc,es‘lM dore Siec'f'ca”yl' 0“1 t i 1 of = softmax(Ly,) € RM BiDAF + char dings + Self-attention with transformation (Ir = 0.1) 61.838 | 64.993
explored  implementations include  character-leve u BiDAF + char ings + Self- ion with transformation (hidden size=150) | 58.931 | 62.107

embeddings, and different attention layers such as co- a=) ajq,eR'
=

ttention, self attention and layer-normed scaled dot = = S ' . . : . : .
;a)r:duI; attseentione fon and fayer-normed scaled do ¥ : # = softmax(L.;) € RV We adopted BiDAF model with character-level embeddings and self-matching attention layer (with

= 5 e 2‘: o sigmoid & linear transformation) and learning rate = 0.25, hidden size = 100, batch size = 16 as our final
1 b L1 { L~ model. The final model achieved performance of EM = 60.118, F1 = 63.866 on test set.
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The experiment dataset used in this project is the

Stanford Question Answering Dataset (SQUAD 2.0), %1eses:_fr—najt::It?ognﬁ:eg::tr;el-:t)iloerr\ makes each word attend to 1 we founq that usin.g sigmoid - & Ii.near
Which: Contains! (context, qlestion, answer) triples. all words in the con):ext assage to get better knowledge of transformation on attention layer would'achlevle
Contexts are excerpts from Wikipedia and the thercontexi passagf & 8 better EM and F1 scores than gate mentioned in
answer is a span of text from the context. ’
There are:
1. 129,941 examples in training set ‘

After training 8 BIDAF-based models with
different designs of layers and
hyperparameters, we push the dev EM to
RNET paper [1]. 61.822 and the dev F1 to 65.157, and

s LT subsequently push the test EM to 60.118 and
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2. 6078 samples in dev set (roughly half of the e ! ‘ o / / . ransformation of our attempted architectural changes with
official dev set) ; e . 2 I _‘u BN e orgiel gek fine-tuned hyperparameters results in better
3. 5915 examples in test set (remaining examples in f”““ﬂem“mﬂl—:]\__'_lllﬁ ]l_:lll—_'—l o= Z“f,,f L performance than the baseline.
word embedding T = |

official dev set) i=1
The training set has one answer per question, while

dev and test set have three human-provided answers

context auestion

/ EIE L | 5 Still, this research entails certain implications
g e for future explorations, including the reasons

i. Gated attention

N W [u?, 3 2. Changing learning rate to 0.25 and 0.1 tl of the transformation behaving better than
per question. o a( ﬂ[u‘ e]) * [uped) X ; anging ‘earning rate to an 8 the original gate and the rationale behind the
ii. Sigmoid & linear transformation improves performance compared to 0.5. - .
) unsatisfactory performance of co-attention

sl

and layer-normed scaled product self
c. Layer-Normed Scaled Dot Product Attention

attention, the latter of which we had to
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