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In many real-world settings, only a small volume of data is available for
training. In such settings, data augmentation is a key method that improves
task performance by artificially increasing the amount of training data. Most
data augmentation techniques for Question Answering (QA) datasets focus on
creating extra question-answer pairs that are rephrased versions of existing
pairs in the training dataset (e.g., through back-translation and synonym
replacement). In this project, we explore QG Augmentation, a data
augmentation technique that uses a question generation (QG) pipeline to
generate novel O.A pairs from the tralnlng passages Our results show that QG

model p in the
few-shot semng (+2.82F1, +2 88 EM vs vanilla ﬁnetunlng)

Background

In our few-shot setting (Robust QA project track), we are provided with three extractive
QA training datasets, each with 127 samples. The datasets are:
. RACE from reading comprehension exams for middle and high school students
ion (RE), with questions about i between entities
e DuoRC, from movie plot summaries

Typical data such a: and synonym
replacement, perform small, local perturbatlons of existing QA pairs. In contrast, our
strategy, which we call "QG Augmentation” or "QGA," involves automatically extracting
novel QA pairs from the training passages.

We implement QG Augmentation using part of the question generation pipeline from the
“Probably Asked Questions” (PAQ) project from Facebook Al Research [1]. We borrow
two models from the PAQ project to construct our QG augmentation pipeline: an
answer extractor and a question generator (more on this below). The PAQ project also
includes a third model, for open-domain question answering, that they use for filtering
out low-quality generated questions. Their filtering model is not applicable for our use
case, so we develop our own filtering module instead.

xample Generated QA Pairs

Generated QA Pairs:

Q: "Where did ray eberle die of
a hoart attack?”

A: "Douglasville, Georgia”

QGA can generate very high-quality QA pairs!

@

\ | Q: "Who died of a heart attack
in georgia?
A: "Ray Eberle”

Context.

"Ray Eberle died of a heart
attack le, Georgia Q: "How old was ray eberle

i

on August 25, 1979, aged 60.

Original QA pair from dataset:

Q: "Why did Ray Eberle die?"
A: "heart attack”

However, QGA often struggles with longer context passage:
Context:

aar?
confused
[Long passage A ‘Archimedes” E"ﬂmm
arsme |~ [aon <
Stone" (36 Q: "What s the name of arthur's brother abom Harry
ter * | in harry potts Potter!
sentancee)] A: "Sir Kaye"

We mitigate this issue by breaking contexts into shorter chunks before
generating QA pairs. See our experiments (right).

Filtering Module

We vary the threshold for our filtering module. We find that the most stringent
filtering (F1 = 1.0, which keeps only the highest-quality QA pairs) performs best.

Filier threshold %¥ept [ Al [ RACE [[RE__ | DuoRC | The right 4 columns contain
FT=00 (no fillering) | 100 | ST8T | 3887 | 74.14 | 4227 | F1 scores for each
FI=02 662 | 5252 | 3908 7548 | 4275 | validation set

F1-02 617 | 5276 | 3171 (7522 | 4519

F1=06 526 | 5162 | 3114 | 7716 | ded7 | o Keptindicates the
FI=038 410 || 5255 | 3630 7699 | 4424 | Percentofgenerated QA
Fl=1.0 (exactmatch) | 35.7 | 5298 | 3596 | 77.19 | 4566 | Pairsthatmake it pastthe

filtering step.

Basic QG Augmentation QG Augmentation (with improvements)

Step 1. Answer extraction: Predict spans in the context that are most
likely to be answers. Uses BERT.

“Margery Alingham" -
“The Case of the Late Pig"

“The Case of the Late Pigis a
crime novel by Margery Alingham,

| Answer |
Extractor
ughton.”

first published 1937, by Hodder &

1. Filtering module - Discards lower-quality QA pairs, keeping only higher-quality QA pairs.
User can specify F1 threshold below which QA pairs are discarded

example:

Predicted = New filtered

Vanilla on Novel QA | answer hreshold — | dataset

e pairs | — <
Step 2. Question generation: Given the context passage and an answer, | from PAQ QA pair e Train
N answer: threshold 4
generate a question. Uses BART-base. 0
iow
N y fine-tuned
53
e e Fopeaor dch g o
# f the late pig”?”
- R QGA pipeline - We add two to our QGA pipeline:

"Traditional" Augmentations

We split long context passages into shorter chunks before passing them through PAQ,

since PAQ appears to produce higher-quality QA pairs on shorter contexts.

1. Backtranslation - Translate question to French, then back to English. -

We vary the number of QA pairs generated per sentence (fewer high-quality QA pairs,
more but

vs.

2. Synonym replacement - Randomly replace words in questi with

quality QA pairs).

Experiments + Analysis

PAQ Generation Optimizations

Distribution of context lengths. Context length vs F1 score with vanilla fine-tuned model

in validation datasels. Long contexts pase two
i ot distinct challenges:
iy Using our vanilla 1. QGA struggles to
Thereisa 3 relation_extraction fine-tuned model, generate QA pairs for
wide range we observe that long passages (e.g.
of context validation o Harry Potter examples)
passage 3. ——p performance (F1) £ 2. Our model already
lengths decreasesfor T, performs worse on long
across our longer context passages even before
datasets: passages: » QGA (they are more
0 difficult)
s & & o #2is out of scope, but

Length of context (sentences)

Model performance vs.
sentences per chunk

ERE I @ we attempt to mitigate #1.
Length of context (sentences)

(QGA hyperparameter search results
Finally, we perform a grid -
search over two QGA
hyperparameters: sentences
per chunk and the number of
QA pairs to generate per
sentence. Clearly, generating
fewer QA pairs per sentence is
better (left side of plot), which
means we generate fewer but

i i higher-quality sentences. A
RE contains mostly short (1-sentence) contexts, and ifs perform-  niorer Uy senlences A

ance improves with smaller chunk sizes. RACE has larger contexts,
and its performance improves with larger chunk sizes. DuoRC does Pe" SUk (2-4) seems best.
not show a clear trend.

To improve QGA performance
on long contexts, e break up
passages into chunks before
generating QA pairs on them
Here we evaluate chunk sizes
from 1-10 sentences.

1

4987 4936 49.29

2

5056 | iLl 5036

Sentences per chunk

5049 49.09 5019

1 2 3 4 5
QA pairs generated per context sentence

Summary of Results

Many of our QGA Validation set performance by model and dataset

outperform the baseline model. A” Validation DuoRC
Overall, the best model is the QGA Mol LN g T o
model with our filtering module (at F1 Vm:f“':;mmm"g 7049 | 4848 4280
threshold = 1.0). Synonym replacement 7095 | 4 4250
ccamores e | B am 1oz 1o
most dramatically (+6.70 F1) QGA: best rom hyper- 7639 | 5547 | 4537
Performance on DuoRC also improves | parameter grid

noticeably (+2.77 F1). It doesn't seem | QGA: best filtering | 5298 | 37.17 || 3596 | 1953 | 77.19 | 5781 | 45.66 | 34.13
to help on RACE (-1.02 F1). module (F1 = 1.0)

Conclusions

Generating novel QA pairs wnlh QGA sngmfcantly improves performance in Ihe few-shot setting (+2.82 F1, +2.88 EM).

QGA improves over basic methods like and synonym perhaps because
it generates novel QA pairs rather than just perturbing already-existing QA pairs.

Using a filtering module to filter out low-quality generated questions is quite effective.

Tuning the chunk size and number of sentences generated per sentence is also beneficial.

QGA improves performance on RelationExtraction the most. This may be because QGA is better at producing "local” QA pairs,
as to izing long-term ion from across long passages. This caters to RE since it mainly consists of
short 1-¢ sentence contexts, in contrast to DuoRC and RACE, which have much longer contexts (see histogram above).
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