MAML-Based Models

‘Algorithm 1 Model-Agnostic Meta-Learing
Require: p(7): distribution over tasks
Require: o, 3 step size hyperparameters
1: randomly initialize 0
2: while not done do
3. Sample batch of tasks T; ~ p(T)
4 forall T, do
5. Evaluate VL7, (f5) with respect to K examples
6 Compute adapted parameters with gradient de-
scent: 0 = 0 — VoL, (fs)
; end for
8 Updated « 0 — BV S o) L7 (fo;)
9: end while

Parallel MAML

- Ensemble baseline with a MAML model at eval time
- Pick the result with the highest confidence
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Introduction

With the rise in availablty ofhigh quality language dat, a5 welasthe constant improvernents
made in machine learning model cale quetion-aiswering problems have been pshed
forther and further into the Torefrontof he natiral language processing feld, Now, xitemel
expressive ‘models such as it of theart n these types of

However, we do notice that these models require Iargequanu es o ata i order o be
effectively trained in mf( often
struggle to s hlchol\el\hmcsnul]er
quantities of - and more niche - oo, At i we oxplre oot s pope e
be useful for the adaptation of larger models

One field that has become Iy p
it it oo e et B B th proces of oo how i s More
concretely, we are able 0 learn more general purpose parameters such thal we can encourage the
model to learn how to quickly tune itselfto a new, unseen task. These methods can be particularly
useful in few-shot learning situations, as a model can quickly learn how to adapt itself when given
only a few examples.

Additonaly we ty other methods forencouragng the model 0 perform wellon the outf-domain
sets. Particulark  forms o daa qugmentaton, where we modity th orginal, larger dtests
o0 be more "chal which can allow us 10 ther perform better when evaluating on the harder

Gomaing. Morcoverwe try methods tha nvolve modiying th finallayers andlor los functon of
the

Version | FI | EM
Baseline 49.881 | 34.555
Vanilla-MAML 45.021 | 28.092
ParallelMeta 47.858 | 31.675
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Results
Model Type | EM | FI
Baseline F9BRT | 3456
Baseline + 00D Finetune 5124
Bascline + Answer_Masking 5071
ering 49.56
Clustering + OOD Finetune 5001

Clustering + Context_Masking(0.15) | 49.22 | 3429

Clustering + Context_Masking(0.25) | 49.00 | 33.77

Clustering + Answer_Masking | 5132 | 3534
fable 1: Model Results (Dev Set)

Conclusions:

- MAML seems to underperform due to the distribution of
tasks not being as clear when compared to something like
omniglot.

- Sigmoid loss made F1 scores higher on the indomain
task.

- Having organized code is very very important for running
tests efficiently

Next Steps:

- Tune« and Y and experiment with Y being based on
ground truth answer length in sigmoid loss method

=> Try to make task distribution for MAML

-> Try synonym replacement for data augmentation

- Combine these approaches (eg: MAML w/ data
augmentation, sigmoid loss w/ anything other than
baseline)




