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Problem Statement Training Pipeline Results & Analysis
We work on building a Robust Question Answering system Based onour - : o
o o . . preliminary experiments, we had the following
that can generalise to out-of-domain datasets with a small Our Training pipeline consists of three parts: <> . o) \ cotont @ findings & followed up on them:
number of examples. . ) . — ) — Gueston
1. : Training on in-domain ) A4 ) I s -
. datasets, done using a pre-trained BERT, o We noted that our fine-tuning results were unstable, and
Input: Paragraph, Question about the paragraph Metaleal"ning of retraliing of anothelr o — therefore we for each
Output: Span of text from the paragraph moda) 4 ortained on MLM) TRAINING (rainet o ctsets) FINETUNING dataset, which helped increase stability significantly, as
L a " i i 1 n observed in Figures [6a, 6b]
Question: Why was Tesla returned to Gospic? 2. Gitasets O'S;F,Em'ang r[:;r:'::i ?[O:fn""i': ’)
% i uj , tuni — " . .
Context paragraph: On 24 March 1879, Tesla was returned to 3 Erxsemb\i:g' Tak‘i’ng gmultiple seedsgand e We noted significant variance in predictions across
Gospic under police guard for not having a residence permit. : combining tlhe predictions using voting multiple seeds for the same model (Figure [9]), so we
On 17 April 1879, Milutin Tesla died at the age of 60 after Answer ensembled across seeds. This was observed to boost F1
contracting an unspecified illness (although some sources say : pm——— scores, as seen in Figure [10]
N Fig 4. Training Pipeline
that he died of a stroke). . .
Answer: not having a residence permit N o We performed data augmentation [3] to alleviate the
: EXperlmentS lack of training data on out of domain sets; the
Fig 1. Example Prompt We evaluate our models based on their EM and F1 scores, which are defined as follows: advantage can be seen in Figures [7a, 7b]
® EM Score is a binary measure of whether the answer is correct -> intuition: Is this exactly the actual answer?
We have 3 in-domain datasets and 3 out-of-domain ® F1Score is defined as 2 x precision x recall / (precision + recall) -> intuition: How close is the actual answer? e After looking at initial instability of meta learned models,
datasets, where the OOD datasets are used for evaluation. we proposed M4, where we used 2nd order MAML on
Dataset, Question Source Passage Source Train  dev Test We demonstrate our methods on 4 candidate baseline models, with descriptions as follows: top of a good pre-trained model based on ideas from the
in-domain datasets Model Name Model Description Train cpochs _ Train time (hours) paper “How to train your MAML” [2]
SQuAD [5] Crowdsourced Wikipedia 50000 10,507 » A e
ey S bmees B8 8 Mo bR e 10 5 T )
ou—— M First-order MAML 10 17
o-Abuiis dstssts My Second-order MAML on M, 1 5 [ Niodel FT M|
DuoRC [9] Crowdsourced Movie reviews 127 126 1248 —= T YR T
RACE [10] Teachers Examinations 127 128 419 Fig 5. Model Descri| werage of § Seeds X
RelationExtraction [11]  Synthetic Wikipedia 127 128 2693 e 5. Model Descriptions s |- Eosemble(Majority Vote): /52073 243 H
We notice that different datasets require different learning rates due to diverse underlying data characteristics, as Fig 9. Predictions by ensemble models ~Fig 10. Benefit of Ensembling across seeds
i 4 q 8
Fig 2. Dataset details demonstrated in Figure [6]. On the dev and validation sets, our final results are as follows:
_ ALL DuoRC. RACE ssf Model Name EDA DevFl DevEM TestFI Test EM
_— " d - P, | o N ES— learning rate M N 46512 31675 59.I87°  40.287
Method =5 N\ Mz » 56 , > M No 1995 3173 - -
3o /) = / i ol M Yes 53020 39791 59679 42156
We use Model Agnostic Meta Learning (MAML) [1], which is o5 s NH L2 u; A No 52128 39520 59347 42431
an algorithm that trains a model to “learn how to learn”. Tsao A A/ 3 I LA s .aj 4 S i
[ f Vo SNV R | A & . Sl Ensemble(Ma, M3)  Yes 40314 60.042 42959
7\ | \ \ / V / If F 1 Leaderboard rank L 6 1 11 5
We learn an effective representation of parameters 0 that o= \ » \ fd f . VA * s Fig 11, Fimal dev & test set results
performs well on new tasks given few-shot training. = V 2 V I 1) a — = G
* dinetumng epocts. © Yneunmgeos O netmgeporns O netmngepns Fut Work
Fig 6. Effect of Learning Rate during fine-tuning across datasets . . uturé or ]
X X . o . Due to high training costs, we were unable to find good
Fhooslng the best learning rates for the mc?dels,'we note tha't the models compare as given in Figure [7]. Figure [8] hyperparameters for EDA and SO-MAML on training. We also
illustrates that the model performance varies wildly depending on the dataset. expect that the following methods will help performance:
5| e =G - L= e (R, 0 T T e ® Using 00D train data in the training step
. % = B ol @ ik g ® Incorporating , even in just finetuning
b s N |-
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