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This project addresses the problem that the default BIDAF machine comprehension
and question answering model is RNN based and thus slow s it s not parallelizable.
‘This project aims to integrate the QANet model, which uses convolutions and

I to form a model that is faster than

p* = softmaz(Wi([Mo; ML),

P = softmaz(Wa([Mo; Ma]))

approaches, into the default BIDAF model to enhance the baseline scores by tuning
existing baseline model hyperparameters and changing the model architectures
by adding new layers

P = softmax(W,([Mo: M,])).
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ither lie as a span of the corresponding passage. New to Squad 2.0,
50,000 of these questions, can’t be answered with the
corresponding passage.

QANet** 56.119 | 53487 54708 | 51.784 Failure
Table 1: Overall Performance Comparison.

‘QANet*: QANet model with starter code along with character level embedding.
QANet**: QANet model with hyperparameter tuning discussed section 5.3
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“
- Used a robust baseline of the BiDAF model with word and character 1 -
evel embedding, While training batch size was reduced to 32, faced CUDA =0
out of memory error for 64 batch size. a0
- Training was slow and took around 30 minutes to complete each epoch. s

- Hyperparameter tuning in the original QANet model.
- Experimented with different encoder blocks in the model layer of QANet.
- Not much difference seen when using 5 and 7 encoder blocks.
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Figure 3: BiDAF with Character Embeddings. From the right, the graphs are produced on the dev
set and represent EM, F1 and the loss. The orznge curve represents BiDAF with word + character
embeddings ard the blue curve represents the taseline BiDAF

In [1], Adams et al. proposed QANet, a question-answering model based on convolutions and self-attention instead of recurrent neural networks.
Atthe time of publication of the paper (Apr 23, 2018), the most successful question-answering models were generally based onrecurrent neural
networks (RNNs) with some attention mechanisms. One weakness of these models is that their recurrent nature prevent parallel computation,
‘making training and inference slow. There were efforts to speed up the RNNs by avoiding bi-directional attention [2] or deleting

the context-query attention module [3], but these models had to sacrifice accuracy: On the SQUAD v1.1 dataset, their F1 scores were around 77.

QANet solves this problem by moving away from RNNs instead of using convolutions and self- attention as the main building blocks.
This feed-forward nature gives the model a significant speed advantage (reportedly between 3 to 13 times faster in training and 4 to 9
times in inference) over its RNN counterparts. Taking advantage of this speed boost, the authors trained the model with

augmented data and achieved an F1 score of 84.61 on the SQuAD dataset, which was significantly better than the best-published result
of 81.8 at the time. -

QANet on PyTorch was implemented in this project and tested on SQUAD 2.0. While the transition to SQuAD 2.0 is straightforward,
it s challenging to reproduce the performance, especially the speed, reported in the original paper.

A number of the author’s peers in the CS224N class and open Github repositories reported the same issue.

While the issue was not resolved, a few factors which might Stanford CS224N Natural Language Processing with Deep Learning
play an essential role in the models performance were identified.

This paper walked through a custom implementation of QANet to speed up training and inference of reading comprehension models.
‘The core differentiator of the model s that it drops all recurrent layers in favor of convolutions and self-attention layers.

While the feed-forward nature of QANet is ideal for parallel computation, i i difficult to take advantage of this feature:

In contrast to the findings of the original paper, no speed increase could be observed on the baseline BIDAF model.

Some of the key findings is that character embeddings in conjunction with word embeddings help improve model performance regardless of the architecture.

It appears that in this implementation, since the model is capable of overfiting the data, more regularization might be needed in order to allow the loss on the
validation set to confinue to drop.

The use of multi-head attention gives a model a clear path to interpretability on examples, as it is easy to see which part of a context or query the model is focused on.
However, the model produced by this implementation does not match the performance of the original QANet. There could be potential changes to

QANet in order to improve performance.
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