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(suggesting spatial clustering — categorisation)
o Word analogy, along with synonyms and (to some extent) associations
(suggesting direction = specific semantics)
o The former is learnt earlier and faster than the latter
* The extrinsic evaluators show little change across time — pre-training em-
beddings may not significantly impact performance for some downstream
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Results Limitations & future work
Dynamics of metrics over training + Many evaluations are computationally intensive = find efficient simplified
100 POS Tagging measures to better track learning

» “Categorisation” is inferred = develop a novel metric to explicitly measure
categorisation (e.g. making use of thematic and taxonomic relations)
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WordSim-353-Rel — investigate the dynamics of other word embedding models (e.g. GloVe)
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