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Abstract

The emergence of large pre-trained language models has redefined the state of
the art for abstractive summarization. Unfortunately, the lack of parallel data
for this task is a hindrance to the usefulness of these models. Further, existing
methods of unsupervised summarization often lack control of their output length.
We solve these problems by presenting ExtraPhraseRank, a data augmentation
strategy for the efficient, length-controlled generation of synthetic summaries.
The algorithm has two major steps: it first invokes the TextRank algorithm [1] to
extract the most important sentences in a text. It then back-translates the most
important sentences (by translating them to German, and back to English) in order
to increase the diversity of words and phrases. We test this method on a popular
abstractive summarization dataset, and then use the generated summaries to fine-
tune a BART model [2] for the document summarization task. We find that this
strategy produces modest improvements in ROUGE scores above our base-lines,
but that it is ultimately not as powerful as fine-tuning even a smaller number of
human-written summaries. Finally, we test the practicality of our algorithm on a
multi-document summarization task with no existing labels (namely, summarizing
collecions of amazon reviews). We find that, though promising in the way of
controlling the output length of summaries generated, the algorithm does not lead
to summaries significantly more useful than a vanilla BART model.
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2 Introduction

Document summarization is an important task with many real world applications. The two primary
modes of summarization are extractive and abstractive summarization. Extractive summarization
involves selecting a substring from the source document that best represents the content of that
source, while abstractive summarization is a language generation task in which a novel summary
sentence is constructed that compresses the information from the source document. Despite the
promise of neural summarization techniques in recent years, it is not yet widely applicable to real
world problems due to a lack of document-summary pairs. While there are many data augmentation
techniques that seek to remedy this problem by modifying existing document-summary pairs to
increase training data, fewer methods of fully unsupervised summarization exist. Of those that
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do, most are purely extractive [3]. This problem is exacerbated by the task of multi-document
summarization, where the source text consists of multiple (often redundant) pieces of similar text;
datasets for this task are even more rare. This makes sense, as summaries cost time and money to
write in large quantities.

In recent years, massive pre-trained language models such as GPT-3 and BERT have made significant
progress across NLP tasks. Fine-tuning these models is particularly powerful, as it enables models to
be trained on less data while still producing good results. However, the task of summarization, and
specifically multi-document summarization, has yet to reap the benefits of fine-tuning due to the lack
of data described above.

Another documented challenge in unsupervised abstractive summarization is the length limit problem
[4]. It is often essential to the usefulness of summaries that they are of a specific length: too long,
and they provide no benefit over the original source text, too short, and they omit key information.
Unsupervised algorithms must be able to control the length of output sentences in order for them to
be widely useful. This is a key shortcoming of a data augmentation algorithm called ExtraPhrase,
published earlier this year [5]. This algorithm demonstrated success at creating data that improved a
transformer-based model’s ability to generate summaries. However, it falls short of being widely
useful, as its dependency parsing-based system for extracting information from source texts does not
allow for control of output summary length.

We solve this problem, by introducing ExtraPhraseRank, a data augmentation method that generates
pseudo-summaries from documents with fine control over word count. Moreover, with control of
word length, we propose that ExtraPhraseRank enables the finetuning of pre-training large language
models without document-summary pairs. We achieve some success in demonstrating this, but
ultimately find that fine-tuning on even a small number of gold document-summary pairs can generate
higher ROUGE scores than fine-tuning on purely synthetic examples. Lastly, we demonstrate the
practicality of this algorithm by producing summaries of user reviews by fine-tuning BART on
ExtraPhraseRank-generated pseudo-summaries.

3 Related Work

3.1 Abstractive Summarization

Previous attempts have been made to create abstractive summaries using a transformer language
model. These abstractive models have historically been sound in producing diverse outputs and
rewording key phrases. Attention based encoder/decoders have been researched heavily [6] and
applied to summarization tasks specifically. Some of these modify the approaches to better summarize
a given text. For example, one approach by Subramanian et al. chooses a few important sentences and
then summarizes only those using the transformer method, outperforming the traditional seq-to-seq
transformer [7]. As another example method, other researchers have looked into using social context
such as comments of online posts to summarize the posts themselves [8].

3.2 Data Augmentation

A key insight we gained from previous work was the lack of document-summary pairs in the data.
The XSum dataset was in part created to try to fix this, as it contains over 200,000 summaries of
articles paired with the originals [9]. As mentioned earlier, other abstractive summarization methods
have been primarily taking parts of a document and summarizing specific sentences, but there is a
lack of data and document-summary pairs while doing this task. Previous attempts have been made at
data augmentation for seq-to-seq methods, and many of them have used backtranslation to construct
this pseudo training data [5]. However, it is to be noted that only backtranslation for a summarization
task is difficult due to the fact that on one part of backtranslation, a source is expected to be generated
from a summary. Such pseudo data generation methods have been outperformed by methods such as
ExtraPhrases, which has also been shown to be more cost-effective [5].
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4 Approach

4.1 Data Augmentation Method

To generate synthetic summaries for fine-tuning, we employ a two-step approach. As is done
in ExtraPhrase [5], we first perform an extractive summarization technique, and then perform
backtranslation on these summaries (translating from English to German, and then back to English) in
order to obtain diverse abstractive pseudo-summaries for each document. Instead of using extractive
summarization techniques that work on the level of sentence dependencies, as in ExtraPhrase, we
use the textRank algorithm [1] in order to obtain sentences of a specified length. We implement
this operation by using the textRank implementation at https://github.com/summanlp/textrank [10],
as well as the Helsinki Opus neural translation model. When [11]. The rest of the code to create
synthetic data, as well as to fine-tune and test BART, was written by us.

Figure 1: The ExtraPhraseRank Pipeline

Image created by authors.

4.2 The TextRank Algorithm

The first component of our data augmentation algorithm is extractive summarization. We use the
well-known TextRank algorithm [1] to carry this out. This has two primary advantages. First, it
produces reliable, extractive summaries in both single and multi-document contexts. Second, it is an
efficient and low-cost algorithm that could theoretically be used on a very large corpus of documents
to generate improved summaries. TextRank is an unsupervised extractive summarization algorithm
based on the PageRank algorithm [12]. It functions by first adding each sentence in a text as a node
into a fully connected, undirected graph. It then weights each edge by the similarity of their contents.
The implementation we used, for efficiency reasons, uses a probabilistic model called BM25 to
calculate these similarities [13]. Once this graph is constructed, the PageRank algorithm ranks the
sentences in terms of importance (based on their similarity to other sentences). The top sentences are
then returned based on the number of words specified.

Figure 2: Sample TextRank Graph

Each node in this graph represents a sentence, and each edge represents similarity between sentences.
Lastly, the numbers in brackets represent the calculated importance of the sentences based on their
similarity to other sentences. Image from [1].

3



4.3 Back-Translation

Back-translation is a popular data augmentation paradigm that relies on neural machine translation
in order to conduct unsupervised paraphrasing. The intention is that this will prevent the model
from learning to produce extractive summaries during fine-tuning. We implemented back-translation
with the pre-trained OPUS-MT transformer based machine translation model [14]. Specifically, we
downloaded weights for the English-to-German, and the German-to-English models.

4.4 Fine-Tuning for Summary Generation

In order to produce summaries using the unsupervised method described above, we leverage the
pre-trained BART-base [2] language model. This model performs at or near the state-of-the-art
for document summarization, among other language generation tasks. We fine-tune BART using
variations of ExtraPhraseRank, then use this fine-tuned model to generate novel abstractive summaries.

Figure 3: The BART Model

The BART model combines a BERT-like encoder with a GPT-like decoder. Image from [2].

4.5 Baselines

As a baseline, we use a heuristic for creating length-controlled abstractive pseudo-summaries, and
finetune BART [2] on these summaries. We also compare pseudo-summaries to gold summaries to
understand how much room for improvement there is. The way the heuristic generates summaries is
as follows: given a desired pseudo-summary length in words, the heuristic returns the first x sentences
of the document text, where x is the number of sentences such that the pseudo-summary is closest in
length to the desired number of words. We then back-translate the pseudo-summaries as we do in
the ExtraPhraseRank algorithm. This allows us to evaluate ExtraPhraseRank, and specifically it’s
textRank component that differs from ExtraPhrase, in its ability to be used to train BART to produce
high quality abstrative summaries.

5 Experiments

5.1 Datasets and Preprocessing

We use two main datasets: the Extreme Summarization (XSum) Dataset [9] and the Amazon Review
Dataset [15]. The XSum dataset is a collection of over 200k news articles and summaries of those
articles. This dataset was created specifically to evaluate abstractive summarization tasks. We
sampled 1k summaries from this datasets and split them into 900 train and 100 test examples. We
do the standard summarization task with the XSum dataset. We use the Amazon Review Dataset to
form a summarization task by concatenating reviews of the same product in order into a document.
We then generate pseudo-summaries for fine-tuning using the data augmentation methods described
above. Our final dataset contains 1000 distinct product review-summary pairs.

5.2 Evaluation method

We evaluate the downstream ability of the summary generation technique on the XSum dataset
by recording ROUGE-1, -2, and -L scores between predictions and gold summaries. We then
qualitatively analyze the fluency and substance of the generated summaries for our modified Amazon
Review Dataset.
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5.3 Experimental details

We have conducted seven experiments on the XSum summarization task, and have also generated and
analyzed summaries for the Amazon Review Dataset. For all of our experiments, we train for 1 epoch
using a learning rate of 3e-05 with weight decay 0.1 and batch sizes of 4. Our XSum experiments
can be understood as follows.

We first seek to understand the case where we have access to gold summaries. Then, we test
strategies for improving accuracy given zero access to gold summaries. This includes directly using a
pre-trained BART model, or fine-tuning on synthetic summaries. There are three ways that we create
synthetic summaries: applying the heuristic described above (selecting the first few sentences), using
the TextRank summarization algorithm alone, or using the ExtraPhraseRank pipeline (TextRank,
then back-translation). We experiment fine-tuning BART on all of these types of summaries, and
then evaluate against gold summaries.

The last thing we seek to determine is whether or not ExtraPhraseRank should be used as a data
augmentation strategy in the case that we have some gold summaries. To test this, we create a
dataset with 1/2 ExtraPhraseRank-produced synthetic summaries and 1/2 gold summaries. We then
fine-tune BART on this dataset and compare its performance to BART fine-tuned on only these gold
summaries.

5.4 Results

5.5 Data Augmentation

ExtraPhraseRank was able to produce pseudo-summaries that resemble human-generated summaries
for fine-tuning. Figure 4 depicts the algorithm’s outputs when run on examples from the XSum
dataset.

Figure 4: ExtraPhraseRank Outputs on XSum Examples

For two different XSum examples, we compare the original document-summary pair to the summary
generated by TextRank alone, and then also to the summary generated by ExtraPhraseRank.

5.6 Downstream Results for XSum

Our results show that fine-tuning with ExtraPhraseRank-generated data modestly improves the ability
of BART to produce summaries matching human-generated sentences in the case where no training
data is available. Still, we find that ExtraPhraseRank performs poorly in the case where some gold
summaries exist, decreasing the ROUGE score that the model is able to achieve versus when it is
only trained on few gold examples.

5



Table 1: Experimental Results on XSum Dataset

ROGUE-L ROGUE-2 ROUGE-1

Gold 27.39 14.021 34.091

No Fine-tuning 10.971 1.311 13.563
Heuristic 10.539 1.046 14.055
TextRank 11.27 1.329 14.374
ExtraPhraseRank 12.008 1.482 14.972

1/2 ExtraPhraseRank & 1/2 Gold 15.383 3.32 19.018
1/2 Gold 10.994 25.202 30.768

This table shows the ROUGE scores produced by a pretrained BART-base model after fine-tuning on
a variety of different augmented versions of the XSum dataset described above in the experiments
section.

5.7 Downstream Results for Amazon Review Datset

Fine-tuning BART on the augmented Amazon Review Dataset showed little-to-no improvement
compared to the baseline BART generation model with no fine-tuning. It appears that the model both
before and after fine-tuning only learned to copy the first words of the prompt text. Slight length
differences between the generated sentences before and after fine-tuning indicate that the controlled
length was possibly learned. The figure below shows two examples of these results.

Figure 5: BART Outputs on Amazon Review Dataset Examples

For two different Amazon Review Dataset examples, we compare the original document to the
summary produced by a vanilla pre-trained BART versus a ExtraPhraseRank fine-tuned BART.

6 Analysis

Fine-tuning BART using variations of the ExtraPhraseRank revealed many things about how well the
algorithm worked. Here, we seek to understand the model’s performance qualitatively.

• XSum: Our experiments using the XSum corpus sought to understand whether ExtraPhraseR-
ank could produce synthetic summaries that could be used to fine-tune a pre-trained BART
model to produce better summaries. We found that in a setting where no training data is
available, using pseudo-summaries for fine-tuning can improve results. We suspect that this
may be due to the length-controlling mechanism of the pseudo-summaries. Concretely,
the psuedo-summaries are constructed to be similar in length to the human-generated
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summaries in xSum. By fine-tuning on these synthetic examples, we coerce model to
produce outputs that are similar in length to the reference summaries, thereby increasing
ROUGE scores slightly. This is only responsible for part of the gain we see, however,
because we also observe that the substance of the ExtraPhraseRank sentences is also better
suited for fine-tuning than the Heuristic sentences and than TextRank sentences alone.
Therefore, we hypothesize that paraphrasing via back-translation, as opposed to purely
extractive data augmentation methods, increases ROUGE scores by inhibiting the model
from learning strictly to copy sentences from the source, which in turn drives it to generate
sentences more similar to the abstractive sentences found in the XSum dataset.

Moreover, we experimented with using ExtraPhraseRank to supplement, rather than fully
replace, existing gold summaries. We found that even using a small number of gold
summaries produces significantly higher ROUGE scores than a combination of the two.
This is likely because, despite our attempts at paraphrasing, the abstractiveness of XSum
summaries is significantly higher than that of ExtraPhraseRank generated pseudo-summaries.
Thus, the model performs significantly better when not exposed to these more extractive
summaries. A notable exception to this is the ROUGE-L performance of the BART model
trained with ExtraPhraseRank summaries. We suspect that this is related to the extractiveness
of these summaries, which teaches the model to copy long sections of the input text that
may also appear in test summaries.

• Amazon Review Dataset: Our experiments using the Amazon Review Dataset studied the
practicality of fine-tuning a summarization model based only on a synthetic corpus. In a
qualitative analysis of the summaries produced, we found that the BART model largely
learned to copy the first few sentences of the source text. The generated summaries to
produce have length similar to the average review-length, as was intended by the construction
of the corpus. This shows that ExtraPhraseRank is capable of guiding the output length
of the summaries without deteriorating their content. However, it is unable to improve the
content of summaries directly.

7 Conclusion

Our primary findings are two-fold. First, ExtraPhraseRank represents a viable data augmentation
method for controlling the length of summaries generated by large language models. Still, it is
limited by its reliance on the extractive TextRank algorithm, and is therefore less capable of replacing
human-written gold summaries in the context of fine-tuning language models. We also successfully
demonstrate how the length limit problem of unsupervised summarization can be at least addressed
via fine-tuning with synthetic data with bounded consequences on sentence quality.

Pre-trained large language models are remarkable at generalizing patterns from even relatively few
good training examples. We proved this yet again by demonstrating that, even with half as many
examples, well-formed, human-generated summaries outperform synthetic summaries. Among our
primary actionable findings is that resources are better spent creating few genuine examples than
using data augmentation strategies to create many examples that are mere approximations of the
target task.

The biggest limitation of our work is the small amount of training data we were able to use (1000
examples) in comparison to the size of the XSum and Amazon Review Datasets (both over 200,000
examples). This limitation was largely a result of our back-translation algorithm, which relied on
very large language models, and was thus computationally expensive to do at scale. This decision
was made in order to preserve the integrity of back-translated sentences. Future studies could
address this by using more computational resources, or adopting an alternate method of machine
translation. Another limitation of our work is our reliance on the XSum dataset. We chose this
dataset specifically because of its abstractive nature, yet perhaps a more extractive dataset, such as
the popular DailyMail/CNN Summarization Dataset [10], would better showcase the abilities of the
ExtraPhraseRank algorithm.
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