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Abstract

Automatic label extraction from radiology text reports has enabled the construction
of large, labeled datasets for training medical imaging models. However, existing
approaches to report labeling focus on detecting the presence of disease at a single
time point and do not capture longitudinal changes in disease progression. In this
work, we introduce a BERT-based method for incorporating rule-based labels and
a small set of manual annotations to label free text radiology reports as containing
indications of disease progression, disease stability, or uncertain. We find that
our best method, which includes iterative distillation, outperforms both the only
existing rule-based labeler as well as simple BERT fine tuned only on manual
annotations (AUROC: 0.861 vs 0.826 for simple BERT and 0.548 for sentence
matching). Additionally, we demonstrate that our method produces the highest
performance gains when manual annotations are scarce (AUROC at 50 samples:
0.815 vs 0.701 for simple BERT). Our method can be used to train computer vision
models to monitor disease progression and thus has the potential to reduce patient
harm and physician burnout. Additionally, our distillation approach is not specific
to our labeling task, and can be built upon in future works to increase performance
in other medical labeling tasks where reliable annotations are scarce.

1 Introduction

Chest X-rays (CXR) are the most common imaging examination and are critical to the screening,
diagnosis, and management of a wide variety of medical conditions. Recently, the use of NLP to
extract labels from radiology text reports has enabled the large-scale training of deep learning models
for clinical applications such as detecting the presence of pneumonia or lung cancer [1, 2]. However,
in contrast to these tasks which focus on the presence of disease at a single time point, clinical care
represents a dynamic scenario where multiple time points are often compared in order to make a
diagnostic or prognostic assessment. Extracting labels relating to longitudinal change from radiology
text reports would thus enable the training of AI systems that facilitate tedious and time-consuming
comparisons performed by radiologists.

Despite this clinical significance, relatively little effort has been made towards characterizing change
in imaging datasets. Publicly available datasets such as MIMIC-CXR and CheXpert which were
labeled using NLP do not contain labels pertaining to longitudinal change and, to the best of our
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knowledge, the only existing work that focuses on longitudinal change in CXRs uses a rigid text
matching approach to match frequent sentences pertaining to disease progression [3, 4, 5]. Previous
works have demonstrated that pretrained BERT models are able to achieve greater performance and
generalizability than rule-based radiology reports labelers [6, 7]. In this project, we explore how
rule-based labelers and a small set of manual annotations can be combined with pretrained BERT
models to extract labels for longitudinal change from free text radiology reports.

Specifically, we formulate the report labeling task as a multi-class classification problem where the
input is a free-text radiology report and the output classes are disease progression (indication of
deterioration or improvement), disease stability (indication of no clinically relevant change), and
uncertain (no indication). Our approach begins with training a pretrained BERT model [8] on a small
corpus of manual annotations followed by a randomly sampled corpus of weak (i.e. rule-based)
labels, and then fine-tuning the model again on the manual annotations. We then use our trained
model as a weak labeler and iteratively distill our model by using the same process to train another
pretrained BERT model on the improved weak labels.

On a large publicly available database, MIMIC-CXR, we find that our method improves upon the
only existing rule-based labeler as well as a simple BERT trained on manual annotations (AUROC:
0.861 vs 0.826 for simple BERT and 0.548 for sentence matching). Additionally, we demonstrate that
our method produces the highest performance gains when manual annotations are scarce (AUROC at
50 samples: 0.815 vs 0.701 for simple BERT).

To the best of our knowledge, our method represents the first deep learning based natural language
processing system for extracting labels for longitudinal change from free text radiology reports. The
labels generated by our method can be used to train medical imaging models for monitoring disease
progression and thus have the potential to reduce image read turnaround time, patient harm, and
physician burnout. Additionally, our distillation approach is not specific to our labeling task, and can
be built upon in future works to increase performance in other medical labeling tasks where reliable
annotations are scarce.

2 Related Work

Label Extraction from Radiology Reports. There is a rich history of automated label extraction
systems for free-text radiology reports ranging from intricate rule-based systems to systems that
incorporate deep learning [9, 10, 11]. CheXpert [4] is one of the most common rule-based labelers
for CXR and has been incorporated into deep learning based labelers such as CheXbert [6] and
CheXpert++ [7]. Both of these papers find that training a pretrained BERT model on the output
of CheXpert improves performance. However, while CheXbert explores the effect of including
biomedical text during model pretraining, to the best of our knowledge no work has attempted to
investigate whether this performance benefit is from pretrained language understanding or simply
from training a neural network on a rule-based system.

Medical Report Labeling Our work is similar in motivation to approaches to reduce the number of
annotations required for training medical report labelers [12, 13]. Weak labels generated through data
programming have seen notable success in this field, such as [14] who used data programming in
consultation with a clinician to label CT reports for intracranial hemorrhage in a limited time frame
[14, 15]. In contrast to these methods which focus on the incorporation of expert knowledge into rule-
based labelers, we present a generalized approach to take advantage of existing rule-based labelers
and available manual annotations and demonstrate its value on the task of labeling longitudinal
changes in CXR reports. Our method can thus be built upon by applying our distillation framework
to other medical report labelers and tasks.

Distillation Knowledge distillation refers to the process of transferring knowledge from a teacher
model to a student model [16]. Self-distillation, a special case of distillation where the student and
teacher model are the same or vary in number of parameters, has been shown to be an effective
method for improving performance of supervised computer vision and natural language processing
models [17, 18]. Distillation has also been applied in the semi-supervised learning literature to
leverage both strong and weak labels for natural images [19]. However, there is limited work applying
semi-supervised distillation in the medical domain where the amount of reliable labels is often the
scarcest [20, 21].
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3 Approach

Baselines Our work builds off the rule-based labeler proposed in [5]. As the code and data for
this approach are not publicly available, we implemented this approach from scratch based on the
description released by the authors. This involved decomposing all training reports into sentences,
counting sentence frequency (ignoring minor variations in spacing and punctuation), and manually
labeling sentences that appeared more than 200 times. Out of these 523 frequent sentences, we found
that 7 referenced disease progression and 39 referenced a lack of clinically significant change. These
46 labeled sentences appeared in 9.85% of the training data. Any report that contained a sentence
referencing disease progression or a lack of clinically significant change was labeled as such, and
reports that did not contain either of these types of sentences were labeled as uncertain.

Our second baseline is original yet builds off the first. From the 46 frequent sentences referencing
longitudinal change, we manually extracted phrases responsible for the labeling of the sentences.
This led to 14 phrases associated with disease progression and 4 phrases associated with lack of
clinically significant change. Examples of such phrases are "improved", "no change", and "remain",
and these phrases appeared in 57.04% of the training data reports. Reports were labeled using the
same method as the first baseline.

Main Approach. Given a radiology report, we prepend a [CLS] token and encode the report with a
pretrained BERT encoder before feeding the [CLS] embedding into a linear classification head with
three outputs. These outputs are then passed through a softmax layer before applying categorical
cross-entropy loss.

Following [6], we investigate various supervision strategies for training our BERT models. In BERT-
phm, we train our model with weak labels generated by running our phrase matching baseline over
the entire training set. In BERT-man, we train our model using strong supervision on a subset of
manually labeled samples. We additionally investigate how we can combine these strategies in
various orderings (BERT-phm-man, BERT-man-phm, BERT-man-phm-man) to leverage both our large
weakly labeled dataset and our small subset of manual strong labels.

Another supervision technique we explored involved using a trained BERT model (e.g. BERT-man)
to generate weak labels on the entire training dataset. We then train a default pretrained BERT model
on the weakly labeled training dataset before fine tuning it on the manually labeled subset. This
distillation process can then be repeated iteratively. This was motivated by the expectation that our
best BERT-based method would be a better weak labeler than our phrase matching baseline.

Figure 1: Distillation pipeline. BERT is trained on a combination of rule-based and manual labels
and then iteratively distilled by using model predictions as weak labels to train another BERT.
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4 Experiments

Data. We use the MIMIC-CXR dataset which consists of 337,110 chest x-ray images from 227,827
studies [3]. Each study has a single associated report, and we only use the 227,827 free text radiology
reports (one per study) for our work. We preprocess the data by extracting and concatenating the
"Findings" and "Impression" section from each report.

As with many medical imaging datasets, our ground truth was determined by manual annotation by
human readers, with conflicts being determined by committee consensus after discussion [4, 6, 22, 23].
One notable difference is that our human readers were not clinicians but team members, which was
due to both a lack of access to clinicians as well as due to the fact that our task formulation does not
require clinical expertise (detecting indications of change vs. making a diagnosis).

A random subset of 250 patients (corresponding to 1000 reports) was selected for manual annotation
by two team members. This subset was then split into a fine-tuning dataset of 399 reports (100
patients), a validation dataset of 90 reports (25 patients), and a test dataset of 510 reports (125
patients). All splits were created at the patient level in order to avoid information leakage, and the
remaining 226,827 reports were used for training with weak labels. Our test dataset size is similar to
that of CheXpert and CheXbert which use 500 and 687 manually annotated reports for evaluation
respectively [4, 6]. We found that the class prevalence of our ground truth annotations were roughly
comparable, with 194 reports indicating disease progression, 177 reports indicating disease stability,
and 140 uncertain reports.

Figure 2: Data labeling pipeline. All splits were randomly generated at the patient level.

Evaluation method. We evaluate all methods using AUROC on the manually labeled test dataset. We
determined this metric to be appropriate as our data are not heavily imbalanced and we are primarily
interested in the ranking capabilities of our model (probabilities do not need to be calibrated). As
our task is a multi-class classification problem, we calculate AUROC in a one-vs-rest manner and
weight per-class AUROC by the support of each class when combining. We include 95% confidence
intervals using the nonparametric bootstrap method with 1000 samples for our final results [24].

Experimental details. We fine-tune all layers of our model using Adam with a learning rate of
2∗10−5 (as used in [8] for fine-tuning). Models were trained for 10 epochs on the manual fine-tuning
set and for 1 epoch when training on weak labels for the entire training corpus (we found that
performance did not significantly improve after 1 epoch, so we limited this due to computational
constraints). Model selection was performed using validation loss, and training was done on a
NVIDIA V100 GPU with a batch size of 18.
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Results. We report the performance of the baselines and our models without distillation in Figure 3.
We then investigate the effect of pretraining corpus in Table 1 and the effect of distillation in Figure 4.
Figure 5 explores the performance of methods at varying numbers of manual fine-tuning samples.

Figure 3: Effect of supervision strategy. All BERT models were fine-tuned from a standard pretrained
BERT. Error bars indicate 95% confidence interval. Abbreviations: sentence matching (SM), phrase
matching (PHM)

4.1 Supervision Strategy

As shown in Figure 3, we find that our proposed phrase matching baseline significantly outperforms
the sentence matching baseline (0.684 vs 0.548). Indeed, the performance of the sentence matching
baseline is near random, which makes sense in light of the fact that frequent sentences were only
matched in 9.85% of all training reports. This is significantly different than the results reported by
the authors of [5], who found that frequent sentence matching captured 77% of all reports in their
private dataset. While it is diffcult to ascertain the cause of this difference since the code and data
of the original paper are not made available, it seems likely that this is due to a difference in report
style between datasets (frequent sentence examples in [5] are significantly shorter than frequent
sentences in MIMIC-CXR). In contrast, we find that our phrase matching baseline matches 57.04%
of all training reports, which is reflected in its higher performance. Predicted class distributions on
the evaluation set for our baseline methods can be found in Appendix A.

We find that BERT-man achieves a statistically significant increase in AUROC over BERT-phm (0.826
vs 0.732). These results are notable as they indicate that strong supervision is preferable to weak
supervision using the best rule-based labeler for our task, even with a several order of magnitude
difference in training set size. Additionally, BERT-phm achieves a sizable yet not statistically
significant increase in AUROC compared to the phrase matching baseline (0.732 vs 0.684). We
hypothesize that this benefit is due to BERT’s pretrained language understanding rather than simply
due to training a neural network. The effect of pretraining is further explored in Table 1.

Among the methods in Figure 3 that incorporate both weak and strong supervision, we find that none
of these hybrid methods lead to notable performance increases relative to BERT-man. BERT-man-
phm-man was the only method that outperformed BERT-man (0.837 vs 0.829) but this difference
was not statistically significant and did not lead to further performance increases when we continued
to alternate training between strong and weak labels. Notably, BERT-man-phm(naive) had nearly
the same performance as BERT-phm (0.731 vs 0.732). We rationalize as the model forgetting all
knowledge learned from the manual labels due to the vast difference in training set size between
manual and phrase-matching labels. Thus, for the rest of the BERT-man-phm-based methods, we
matched the phrase-matching dataset size to the number of manual labels available.
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4.2 Biomedical Language Representations

Based on the superior performance of BERT-phm to our phrase matching baseline, we hypothesized
that BERT’s pretrained language understanding enables it to label reports more accurately than
rule-based methods. To investigate this, we fine-tuned BERT on manual annotations from random
initialization as well as from checkpoints pretrained on different biomedical text datasets.

Pretraining method AUROC (95% CI)
General pretraining
Random Initialization 0.682 (0.650, 0.714)
BERT [8] 0.826 (0.797, 0.853)
Biomedical pretraining
BioBERT [25] 0.831 (0.803, 0.858)
ClinicalBioBERT [26] 0.814 (0.785, 0.842)
BlueBERT [27] 0.807 (0.778, 0.835)

Table 1: Effect of pretraining strategy. All BERT models were trained using the manual fine-tuning
set. All pretrained models had a statistically significant improvement over random initialization.

As shown in Table 1, all pretraining strategies for BERT perform comparably and significantly better
than random initialization. Notably, BERT fine-tuned from random initialization performs comparably
to the phrase-matching baseline, which confirms our hypothesis that the performance benefit of BERT
derives from pretrained language understanding rather than simply due to training a neural network.
The fact that BERT pretrained on various biomedical text databases did not perform significantly
better than default pretraining is surprising as [6] find that BlueBERT performs significantly better
than default pretraining for their task. One explanation of this could be that labeling indications of
longitudinal change does not require as many domain-specific concepts as labeling specific diagnoses.
However, we leave the exploration of this hypothesis to future work.

4.3 Distillation

We explore the effect of distillation on our best performing method which is BERT-man-phm-man.
As shown in Figure 4A, each iteration of distillation leads to a non-inferior model with incremental
increases in AUROC over the iteration space we explored (limited due to time and compute). After
five iterations of distillation, our distilled model has a sizeable but not statistically significant increase
in AUROC relative to BERT-man (0.861 vs 0.826).

Figure 4: Effect of Distillation. A: AUROC of distilled BERT-man-phm-man across iterations.B:
Comparison of model performance before and after distillation.

4.4 Fine Tuning Set Size Reduction

Our final analysis involved investigating the performance benefit of distillation at different numbers
of fine tuning labels. In Figure 5, we see that while the performance of BERT-man is roughly linear
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with respect to number of training samples, the performance of BERT-man-phm-man (distilled) is less
dependent on number of training samples. This translates to distillation having a greater performance
benefit in lower label settings and, indeed, the difference between BERT-man and BERT-man-phm-
man (distilled) at 50 samples is statistically significant (0.701 vs 0.815). Additionally, we highlight
the fact that the performance of BERT-man-phm-man (distilled) at 50 samples is comparable to that
of BERT-man at 399 samples (0.815 vs 0.827), despite having 8 times less labels. This demonstrates
the promise of distillation in settings when manual labeled samples are scarce (e.g. clinical settings).
Continuing to observe the limits to which our approach can be applied presents an interesting avenue
for future work.

Figure 5: Effect of training set size. Difference between BERT-man-phm-man (distilled) and BERT-
man at 50 samples is statistically significant.

5 Analysis

Figure 6: Qualitative analysis of selected failure cases.

In 6, we show a few select examples that highlight how our model works. We chose to compare only
the strong label, weak label (using PHM), and the BERT man-phm-man-distilled, which was our best
performer.

In Example 1 we see that all three results matched, which show that our models can recognize clear
indications of change. PHM used the phrase "decrease" in order to label the report, and it seems like
BERT man-phm-man-distilled was able to pick up on the meaning of this phrase. Given that this
phrase appears in our most common phrase list, BERT has plenty of opportunities to learn that this
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phrase indicates change from the PHM weak labels.

Example 2 and 3 show times when our weak labels were incorrect, meaning that phrase matching
was insufficient in understanding and identifying change in the report. The phrase "newly placed" in
example 2 points to change, however, this was not a common phrase found in our list, and it was thus
unable to identify the report as having a sign of change. However, our BERT man-phm-man-distilled
model was able to identify this change correctly. This indicates that our model is capable of learning
some general concept of change without explicitly being told that a phrase corresponds to change. In
example 3, we see that the phrase "has been drained", which is not on our common phrase list, is
something that would indicate change, so this caused our PHM to fail. However, PHM is able to
match the phrase "unchanged" which comes up later in the report which leads to a false no change.
BERT man-phm-man-distilled is not constrained to the first common phrase that it sees, so unlike
PHM, it is able to more holistically analyze the report and pick up on indications of change.

Example 4 shows another failure of PHM as it picks up on phrases like "continues" and "again
visualized" and fails to get to the end of the report where change is indicated. However, for this
example, BERT man-phm-man-distilled also fails, perhaps due to multiple conflicting phrases within
the report. This means that the trained BERT model failed to learn that "improved" is a clear indication
of change that trumps the other conflicting signs in the report.

6 Conclusion

In this study we leverage NLP methods for extracting longitudinal change from free-text radiology
reports. We utilize the method proposed in [6] to combine both rule-based labelers and a small
manually annotated set to train a BERT model that far outperforms its rule-based labeler, motivated
by [5]. Our best performer (distillation) achieves an AUROC of 0.826, while our phrase matching
baseline achieves an AUROC of 0.684. Our model can be used to generate large labeled sets for
training medical imaging models. With the worldwide shortage of radiologists, improving these type
of imaging models can help accelerate the analysis of CXR’s and lead to life saving improvements in
the medical system.

We also demonstrate that our distillation method, motivated by [16][17][18], provides a process
for effectively training BERT models on tasks with scarce manual annotations. As seen in Section
4.4, with small sets of strong labels, our distillation model far outperforms BERT-man which is a
BERT model that has been fine tuned on manual annotations. Our method for distillation presents an
approach that can be used in conjunction with other contexts such as few-shot learning, which we
have shown to be successful. This is especially useful in the medical domain where labeling large
data sets is simply not an option given that clinician time is extremely valuable and such datasets may
not exist.

Future work includes exploring the bounds at which distillation no longer provides incremental
increases in AUROC. The results of Section 4.3 and 4.4, using distillation on our best performing
model with smaller sample sets, also show promising avenues for future research that can possibly
increase the performance of our best model. Motivated by our qualitative analysis, another possible
avenue for exploration could be using sentence level embeddings and aggregating them to come
up with report level predictions, as this would potentially facilitate the model learning to deal with
conflicting phrases.
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A Appendix

Set Change No Change No Indication
Validation 31 34 25
Fine Tuning 132 97 73

Table 2: Class Distributions of Manually Labeled Sets

Class Change No Change No Indication
Sentence matching 5 53 452
Phrase matching 150 146 214

Table 3: Class Distribution of Baseline Methods on Evaluation Set
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