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Abstract

This paper describes an Attention-Based Recurrent Network model containing
the self-attention mechanism from Microsoft Research Asia’s R-Net (2017) with
the encoding and output layers similar to Seo et al.’s Bi-Directional Attention
Flow (BiDAF) model. Given an input context paragraph and question about the
context paragraph, the model locates the answer to the question within the context
paragraph by predicting the start token and end token of the answer string within
the context paragraph.
The paper compares the attention mechanisms of BiDAF and R-Net, discussing
their upsides and drawbacks. This paper also analyzes the challenges of imple-
menting an Attention-Based Recurrent Network model with minimal information
loss and quick training time. The model attains an EM score of 55.790 and an F1
score of 59.537 on the Stanford Question Answering Dataset 2.0 (SQuAD 2.0)
(Rajpurkar et al., 2016). This metric shows that the Attention-Based Recurrent
Network model does not perform much better than the BiDAF baseline, although
there are specific improvements that could be made to the model as discussed in
section 6.
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2 Introduction

The goal of question answering (QA) is to build systems that automatically answer questions posed
by humans in a natural language. QA systems are ubiquitous in society today. Examples of QA
systems include search engines and virtual assistants both of which have revolutionized life as we
know it.

The Information-Retrieval (IR) question answering (QA) task is as follows: given an input question,
the task is to (1) locate a context paragraph containing information containing the input question, and
(2) predict an answer span from the context paragraph. Task (2), also known as reading comprehension,
is the focus of this paper. Formally, given a question Q and a context paragraph C, our task is to
select q1 and q2, the start and endpoints (respectively) of the answer A to Q inside context paragraph
C.

Breakthroughs have been made in the field of neural-network based reading comprehension models.
Attention-based models have been further refined by RNN-based models, which have been since been
succeeded by transformer and pretrained models. R-Net (2017) is the state of the art RNN-based
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model that uses self-attention over a question-aware context representation to predict the correct
answer span in the context paragraph. The paper reports that Microsoft Research Asia’s R-Net model
achieves an EM score of 72.3 and an F1 score of 80.7 on the Stanford Question Answering Dataset
(SQuAD), the premier dataset used for models on the reading comprehension task.

While R-Net performs very well over SQuAD, it does come with a major flaw. In particular, the use
of many RNNs with inputs that are dependent on the previous timestep slows down training time
considerably. In this paper, I will compare attention components of a Bi-Directional Attention Flow
(BiDAF) model (Seo et al., 2016) against R-Net in terms of their effects on training time, Exact
Match (EM), and F1 scores.

3 Related Work

Neural Network-based question answering systems have pervaded the field since the mid 2010s and
have achieved very promising results on the reading comprehension task. Primitive neural-based
attention mechanisms were used by models to detect spans within the context paragraph that are
most relevant to words within the question string (Weston et al., 2015). Bidirectional Attention Flow
Network (BiDAF) improved upon this attention mechanism by introducing both Context-to-Query
and Query-to-Context attention (Seo et al., 2016), and a version of the BiDAF model serves as the
baseline for our exploration into R-Net.

RNN based question-aware context representations have been explored in match-LSTM (Wang &
Jiang, 2016), which performs word-by-word matching of and encoding the question and context.
Pointer Networks had previously been explored in Vinyals et al. (2015), and are a system that uses
attention over the final hidden state representation of the context paragraph to select the tokens that
correspond to the start and end tokens of answer A. We do not use pointer networks in our final
model, but it is useful to know that pointer networks are the output mechanism used in R-Net.

4 Approach

My model takes inspiration from R-Net and BiDAF. It includes a word and character embedding
layer followed by a Bidirectional RNN encoding layer. Next, the model uses an attention-based RNN
layer to create a question-aware context representation. The model makes use of self-attention in the
following RNN layer to match the question-aware context representation against itself to attend to
the parts of the context representation that are important to answering the question. Finally, we pass
our self-attention representation through an output layer similar to BiDAF to predict the start and end
of the answer span using a learned linear transformations.

Code in the implementation of 4.3, and 4.4 is original while code in the implementation of 4.1, 4.2,
4.5 is adapted from the CS224 Winter 2022 IID SQuAD final project baseline.

4.1 Character and Word Embeddings

We begin with word embeddings of size d = 300 to represent our word embeddings, and character
embeddings of size d = 45. We receive each question and context representation in terms of its word
indices and character indices, where each word maps to a particular index and each character maps to
a particular index.

We convert each sequence (context and question) into both word embedding representations {wC
t }nt=1

and {wQ
t }mt=1 where wC

t , w
Q
t ∈ R300 and character embedding representations {cCt }nt=1 and

{cQt }mt=1 where cCt , c
Q
t ∈ R45×char limit. Our character embedding representations are further re-

fined through a 2D CNN, and we apply max-pooling to refine each 2D character representation
of a word in R45×char limit to a 1D character representation for our word in R45. Lastly, we con-
catenate our word and character representations, getting {[wC

t , c
C
t ]}nt=1 and {[wQ

t , c
Q
t ]}mt=1 where

[wC
t , c

C
t ], [w

Q
i , c

Q
i ] ∈ R300+45. Unlike BiDAF baseline, we do not project our embedding to our

hidden size in this step to maximize information flow our of this layer.
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Figure 1: Model structure overview.

4.2 Question and Context Encoding Layer

We use a BiDirectional RNN to encode question and context representations {uC
t }nt=1 and {uQ

t }mt=1
using our concatenated word and character representations:

uC
t = BiGRU(uC

t−1, [w
C
t , c

C
t ]) (1)

uQ
t = BiGRU(uQ

t−1, [w
Q
t , c

Q
t ]). (2)

We choose GRU because it performs similarly to LSTM but is computationally cheaper (Hochreiter &
Schmidhuber, 1997). Our BiGRU takes in input vectors in R345 and outputs our sequences of hidden
states uQ

t , u
C
t ∈ R2×hidden size (HS), which are concatenated representation of forward and backward

GRU encodings of our word-character embeddings.

4.3 Question-Aware Context Representation Layer

This step uses an attention-based RNN to encode a context representation with information about the
question incorporated into it. We take in our question and context encodings {uQ

t }mt=1 and {uC
t }mt=1.

We define our question-aware context representation to be
vCt = GRU(vCt−1, [u

C
t , ct]

∗) ∈ R2H (3)

where [uC
t , ct]

∗ ∈ R2H is a gated concatenation of uC
t and attention pooling vector ct. We define ct

to be
stj = vT tanh(WQ

u uQ
j +WC

u uC
t ) (4)

ati = exp(sti)/
m∑
j=1

exp(stj) (5)

ct =

m∑
i=1

atiu
Q
i (6)
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where v ∈ RH , WQ
u ,WC

u ∈ R2H×2H are learnable parameters.

To build our gated representation, we have

gt = sigmoid(Wg[u
C
t , ct]) (7)

[uC
t , ct]

∗ = gt ⊙ [uC
t , ct] (8)

where Wg ∈ R2H×2H is a learnable parameter, and [uC
t , ct] ∈ R4H is first projected down to R2H .

4.4 Context-Aware Context Representation Layer (Self-Matching Attention)

This step uses a attention-based RNN to encode the question-aware context representation against
itself. Without this step, the question-aware context representation would not contain information
from the surrounding context. We use a Bidirectional RNN (BiGRU) to encode the context infor-
mation against itself so that the resulting context representation contains information over the entire
passage. To build our self-matching attention representation, we take in our question-aware context
representation {vCt }mt=1. We define our context-aware self-attention representation to be

hC
t = BiGRU(hC

t−1, [v
C
t , ct]

∗) ∈ R2H (9)

where [vCt , ct]
∗ is a gated concatenation of vCt and attention pooling vector ct. We define ct to be

stj = vT tanh(WC
v vCj +W C̃

v vCt ) (10)

ati = exp(sti)/
m∑
j=1

exp(stj) (11)

ct =

m∑
i=1

ativ
C
i (12)

where v ∈ RH , WC
v ,W C̃

v ∈ R2H×2H are learnable parameters. We use the same gating mechanism
used in (7) and (8) over [vCt , ct] to get [vCt , ct]

∗.

4.5 Output Layer

We use an output layer similar to the output layer from BiDAF, where we are calculating p1 and p2,
the log softmax probabilities of the words in the context paragraph being the start and endpoints of the
answer, respectively. We receive question-aware context representation vC = {vCt }mt=1 ∈ Rn×2H

and self-matching attention representation hC = {hC
t }mt=1 ∈ Rn×2H as input. We have

p1 = LogSoftmax((vCWT
v1 + b11) + (hCWT

h1
+ b12)) ∈ Rn×1

and

p2 = LogSoftmax((vCWT
v2 + b21) + (rCWT

h2
+ b22)) ∈ Rn×1

Where each Wi ∈ R2H×1 and bij ∈ Rn×1 is a learnable parameter, and rCt ∈ Rn×2H is defined by

rCt = BiGRU(rCt−1, h
C
t )

5 Experiments

5.1 Data

The Stanford Question Answering Dataset 2.0 (SQuAD 2.0) (Rajpurkar et al., 2016) contains roughly
150,000 (question, context paragraph, answer) triples and is split into train, dev and test sets. Because
the SQuAD 2.0 test set is not publicly available, we will be splitting the official dev set into two,
using the first half of the official dev set as our dev set and the second half of the official dev set as
our test set. This preprocessing will be done for us by setup.py. Each context paragraph is an excerpt
from Wikipedia, and each question and answer pair were crowdsourced using Amazon Mechanical
Turk. The training set only has one answer per question while the dev and test sets have three answers
per question.

For more on SQuAD, visit https://rajpurkar.github.io/SQuAD-explorer/.
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5.2 Evaluation method

The main evaluation methods we are using on our models are Exact Match (EM) and F1. EM is a
binary measure of whether the system output matches the true answer (the answer provided by the
Mechanical Turk crowdworker) exactly. F1 is defined as:

F1 = 2·precision · recall
precision + recall

where precision is the percentage of output words that are contained in the correct answer, and recall
is the percentage of the words in the correct answer that are contained in the output. The EM and F1
scores are averaged across the entire evaluation dataset to get the final reported scores.

On top of using EM and F1 for evaluation, we are also using Answer vs. No Answer (AvNA) and
Negative Log Likelihood (NLL). AvNA scores the model’s accuracy on predicting an answer versus
a non-answer, while NLL is the loss function metric that use to train our model.

Lastly, we will be evaluating our models in terms of their training time using constant batch sizes and
hidden state sizes described further in (5.3). This metric will be in terms of approximate number of
iterations per second.

5.3 Experimental details

As mentioned earlier, the Gated Recurrent Unit (GRU) is used throughout the model. We use case
sensitive pretrained GloVe embeddings for our word embeddings, and randomly initialized character
embeddings. Character embeddings for each word are limited to a maximum length of 16.

We use 2 layers of Bidirectional GRU to encode word and character embeddings, and 1 layer GRU
for all other RNNs (these are specified in section 4 as either unidirectional or bidirectional). Hidden
vector size is set to 64, and batch size is set to 64 as well. We apply dropout between layers (including
between layers of LSTM encodings) with a dropout rate of 0.2. We use an AdaDelta optimizer (Zeiler,
2012) with learning rate 0.3, ρ of 0.95, and ϵ of 1e−6.

We train for 30 epochs over 129941 SQuAD (question, context paragraph, answer) triples. Training
our model averaged approximately 80 iterations per second.

Our baseline contains the original BiDAF model with character embeddings. Unlike our model, it
uses question-to-context and context-to-question without RNN encodings. The baseline uses the
same hyperparameters used in the final model. Training our baseline averaged approximately 400
iterations per second.

5.4 Results

EM F1
Baseline Test Score 55.976 59.388

Final Model Test Score 55.790 59.537
Baseline Dev Score 56.696 59.895

Final Model Dev Score 57.184 60.043

Figure 1: Test and Dev Scores for Baseline and Final Models.

Posted on the IID SQuAD leaderboard under name ench.

The results are not what I expected, and they are worse than I expected. I expected that the extra
learned weighted matrix multiplications used in my model would have helped the model create more
meaningful representations of the context paragraph—representations that would have resulted in
better than +.149 in F1 score and -.186 in the EM score over the test set. Also, I expected that the
additional information propagation resulting from the lack of a projection out of the embedding layer
would have created more meaningful representations in the original context and question encodings.

These results tell me that my approach either (1) did not benefit from the question-aware context
encoding and context-aware context encoding layers over the baseline context-to-question and
question-to-context attention layers or (2) resulted in too much information loss when calculating p1
and p2 in the output layer. I hypothesize the latter in the next section.
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6 Analysis

6.1 Training Speed

The final model is 5x slower compared to the baseline model (80 it/s compared to 40 it/s). This drop
in speed is due to the presence of an additional RNN in the attention layer compared to the baseline
model. Each forward computation through the RNN requires dependence on the previous timestep to
compute, removing the possibility for parallelism during these computations.

We even omit the multiplication of WC
v vCt−1 in the original R-Net paper from our calculation of stj in

the Question-Aware Context Representation Layer (4.3) for training-time purposes. When building
our GRU input, the dependence of vCt−1 on the previous timestep forces us to run a single forward
iteration of a GRUCell in order to get the input to the next timestep. Without depending on vCt−1, we
are free to build our entire GRU input at once allowing us to use GRU, which is heavily optimized
using cuDNN, over GRUCell.

The main factor that slows down the final model is the presence of many matrix multiplications
in my model compared to the baseline. We learn only one weight vector in the baseline attention
mechanism, whereas my model learns two weight vectors and six weight matrices in its attention
mechanism. These added matrix multiplications during training make training very computationally
expensive.

6.2 Information Loss

Although the model feeds in non-projected, size 345 embedding representations into the encoding
layer while the baseline feeds in embeddings projected down to the hidden size, the model performs
poorly in terms of keeping past information when sending the question-aware and context-aware
context representations into the output layer.

The BiDAF baseline output layer takes

gCt = [uC
t , a

C
t , u

C
t ⊙ aCt , u

C
t ⊙ bCt ] ∈ R8H

as input (along with a temporal encoding of gCt ), where aCt and bCt are the context-to-question
and question-to-context attention representations, respectively. We can see that this concatenation
contains uC

t , our unedited context encoding, as well as the weighted attention representations of uC
t ,

uC
t ⊙ aCt and uC

t ⊙ bCt . The unedited and weighted representations of uC
t preserve the information

from the encoding and attention layer in the output layer.

The context representations sent into the output layer of our model, vCt and hC
t , are heavily modified

temporal representations of uC
t , meaning that they lose useful information from the original uC

t . A
solution to this problem would be to add a linear transform of uC

t to our transformed representations
of vCt and hC

t when calculating p1 and p2.

6.3 Learning Rate

During final model training, I noticed that the F1 score stabilized around approximately 54 with a
learning rate of 1, and approximately 57 with a learning rate of 0.5. These scores indicate that larger
learning rates result in overshooting the minimum, hindering training when gradients are small in
magnitude. For future experiments, testing a learning rate of < 0.3 or using adaptive learning rates
would be essential for model training.

6.4 Output Layer

Standard R-Net uses pointer networks (Vinyals et al., 2015) in the output layer instead of a simple
linear transformation and softmax operation. Pointer networks use neural attention over question-
aware and context-aware context representations to predict start and end positions of our answer span.
Using this approach would have resulted in using more high-dimensional matrix multiplications
within the calculation, but it otherwise could have had the potential of choosing a better span due to
the refined representations that these extra matrix transformations could have created.
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7 Conclusion

This goal of this project was to compare and contrast attention-based recurrent networks against
question-to-context and context-to-question attention in the reading comprehension task by comparing
the mechanisms specified in BiDAF (Seo et al., 2016) and R-Net (Microsoft Research Asia, 2017).
The final model describes an implementation that achieves a slight improvement +.149 in F1 and a
slight drop of -.186 in the EM score. We see that the implementation of attention-based recurrent
networks performs about as good as that of question-to-context and context-to-question attention,
and we see that there some adjustements that can be made to the current model (described in section
6) that could make attention-based recurrent networks perform even better.

The training speed of attention-based recurrent networks remains a cause for concern as the final
implementation runs 5x slower than BiDAF attention, even without including components like
pointer networks that would have resulted in even slower training due to the use of additional RNNs
and time-dependent calculations. This bottleneck showed that RNN based reading comprehension
systems should be left in the past in favor of faster transformer-based architectures such as QANet
that leverage heavily the use of parallelism and do not rely on the temporal encodings of RNNs.
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