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Abstract

Our goal for the project is to 1) maximize performance of the minBERT model for
all three downstream tasks using multi-task training and 2) try to find efficient meth-
ods to speed up training time and reduce the number of trainable parameters without
sacrificing the final performance of the model. To improve multi-task training
performance, we came up with our own version of BERT model pre-training which
includes masked language modeling (MLM) while simultaneously training on the
SNLI (Williams et al., 2018)) and Multi-NLI (Bowman et al., 2015)) classification
task. To prevent over-fitting when fine-tuning on downstream tasks, we applied an
adversarial regularization from Jiang et al.|(2019). We also applied gradient surgery
(Yu et al., 2020) to resolve gradient conflicts and to increase training efficiency
with gradient surgery, we added LoRA (Hu et al.l 2022) to decrease the number of
trainable parameters . Limited by the computational resources and time constraints,
we were not able to conduct rigorous experiments and ablation studies for all
methods applied, but we did observe an increase in performance quantitatively
after applying further pre-training and adding adversarial regularization.
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2 Introduction

The objective of the default project is to extend the BERT-base-uncased model from |Devlin et al.
(2018) to generate competent word embeddings that are useful to work with for the three subsequent
downstream tasks: 1) sentiment analysis (SST dataset), 2) paraphrase detection (Quora dataset), and
3) semantic textual similarity (STS dataset). Directly applying embeddings from the pre-trained
BERT-base-uncased model for all three tasks would result in suboptimal outcome as BERT is trained
on a general language modeling task with a larger dataset, which has a different distribution than our
current tasks. This project is therefore quite challenging as we are being limited to using BERT to
generate the word embeddings, but are free to design our own classification strategies, end-to-end
training procedures, and incorporate additional datasets to get more robust embeddings. Here we first
list an overview to the approaches we took for this project.

One approach we took is to perform further pre-training on BERT before fine-tuning on the down-
stream tasks. The motivation behind this is to produce better initial embeddings by performing
masked language modeling (MLM) training, since in class, we have seen how an unsupervised
language modeling task allows the model to learn the semantic relationships between words and
phrases and enables the model to understand the context in which words are used. From Reimers and
Gurevych| (2019), we also learned that training on NLI data could boost performance for the STS
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dataset, therefore in addition to doing MLM training on the SST, Quora, and STS datasets, we also
included the SNLI and Multi-NLI datasets for an additional training objective.

While the further pre-trained model gave us better starting embeddings, we soon discovered that
fine-tuning on the smaller task datasets often lead to over-fitting that hurt evaluation accuracies.
To combat this we added adversarial regularization studied in [Jiang et al.| (2019), which adds an
additional adversarial loss to enforce smoothness of the objective function under the given model
parameters. We also added warm-up scheduling for the learning rate to prevent aggressive updates at
the start of training.

The above methods have been reported to work well when fine-tuning on single tasks, but for
multi-task learning, gradient descent is performed on all three tasks simultaneously, which could
introduce conflicting gradients and lead to inefficient training process. We mitigate this effect by
applying gradient surgery described in (Yu et al.| [2020) where conflicting gradients are projected
onto each other and altered to resolve the conflict. Limited by GPU memory, we were only able to
apply gradient surgery to LORA where the reduced number of trainable parameters allows for a more
compact gradient graph.

To improve memory efficiency and training speed, we applied low rank adaptations described in/Hu
et al.| (2022), where it is proposed that applying low rank updates on linear layers in the network
may be sufficient for fine-tuning on NLP tasks. Our empirical results indicate that the utilization of
LoRA led to a decline in performance, which was somewhat disappointing. Nevertheless, we deem it
worthwhile to highlight the time-to-performance trade-off in our report.

By experimenting and combining these methods, we are able to get much better performances
compared to directly fine-tuning the BERT-base-uncased model on the downstream tasks as can been
seen in the experiment results.

3 Related Work

3.1 Language Model Pre-training

The BERT model is pre-trained for general domain usage. Further pre-training on a specific task
domain can often improve the performance significantly. This is typically achieved through pre-
training with language model objective and next sentence prediction. Sun et al.|(2019) investigated on
pre-training with various data types and domains, including 1) within-task pre-training, 2) In domain
pre-training, and 3) cross-domain pre-training. Within-task pre-training involves pre-trained BERT
on the target task objective using the training data. In-domain pre-training combines additional data
from the same task domain and trains it with the target task. Cross-domain combines both same
domain and different domain data for pre-training. Through experiments, |Sun et al.|(2019) found that
in-domain outperformed within-task pre-training, while cross-domain pre-training did not show a
significant improvement.

3.2 Smoothness-Inducing Adversarial Regularization

Due to the limited data resources in downstream tasks and the complexity of models, fine-tuning
can suffer from aggressive overfitting. To address this, smoothness-inducing regularization was
proposed by Jiang et al.[(2019). This regularization technique measures local Lipschitz continuity and
encourages smoothness in the model function by adding a regularization term to the objective. This
regularization enforces the model output to remain unchanged while perturbing the input, thereby
alleviating the overfitting issue and leading to a more robust model.

3.3 Gradient Surgery for multi-task learning

Optimizing multitask models has always been a challenge, and despite many studies in this field, the
reasons why it is difficult are still not fully understood. Yu et al.|(2020) hypothesize that one reason
could be gradient conflict, which would be detrimental when it occurs with positive curvature and
a large difference in gradient magnitude. To address this conflict, they proposed a gradient surgery
method called PCGrad that projects one task’s gradient onto the normal plane of another conflicting
gradient. By repeating this process, all conflicts can be resolved. This not only alleviates challenges
for optimization but also could lead to an improvement in performance for multi-task training.



3.4 Low-Rank Adaptation of Large Language Models

Due to the increasing number of parameters of language models, it becomes more expensive and
impractical to fine-tune the full models. Moreover, some previous works for fine-tuning have
introduced inference latency. Hu et al.| (2022) proposed a solution called Low-Rank Adaptation
(LoRA) to address these issues. LoRA introduces trainable rank decomposition matrices, which is
called LoRA modules, into the dense layers while freezing the pre-trained weights. LoRA is designed
with a very low rank, making fine-tuning both storage- and computation-efficient, and allowing the
model to switch between different tasks by simply replacing the LoRA modules. Additionally, this
approach introduces no inference latency since the matrices can be merged into the frozen pre-trained
weight due to their linear characteristic.

4 Approach

4.1 Further Pre-training for BERT

As mentioned in previous sections, we devised our own pre-training process by adding additional
datasets and an additional training objective. For masked language modeling, we included all
training data from SST, Quora, STS, SNLI, and Multi-NLI datasets. We followed the same data
processing procedure in|Devlin et al.| (2018)), where 15% of the tokens were masked and 20% of the
masked tokens were replaced by random tokens. In addition to MLM training, we also performed
the Recognizing Textual Entailment (RTE) task of determining the inference relation between two
texts using the labeled SNLI and Multi-NLI datasets consisting of the three classes: entailment,
contradiction, and neutral. The loss function for the entire pre-training is then:

E;m"etrain = wlﬁﬂlLM + U)QERTEy (1)

where L1, is the cross entropy loss corresponding to all words in the dictionary and Lzrg is
the cross entropy loss for predicting the three classes. We empirically set w; = 0.7, we = 0.3 and
trained for 5 epochs with a learning rate of 5 x 10~% on the combined datasets.

4.2 Multi-task Fine-tuning for minBERT

For our project, instead of fine-tuning the BERT model on individual tasks, we used multi-task
learning to train all downstream task jointly with the following loss function:

‘Ctotal = asstﬁsst + apara‘cpara + astsﬁstsy (2)

where Lggt, Lpare, and Lgs are the losses for the three downstream tasks: sentiment analysis,
paraphrase detection, and semantic textual similarity, respectively and cvss¢, Qparas Qsts are hyperpa-
rameters which are linear weights for each loss.

For sentiment analysis, the input to the task head is simply the pooler output from the BERT model,
and the task head is simply a dropout layer followed by a linear layer.The loss for this task is the
cross entropy loss between the predicted output logits from the linear layer and the true label, which
is 1 of 5 classes

For paraphrase detection, we pass each sentence in a sentence pair through the pre-trained BERT
model to get two pooler output embeddings. Then we concatenate the two embeddings into a single
vector and pass the joint representation through a dropout layer followed by a linear layer. The loss
for this task is the binary cross entropy between the output logits and the label.

For semantic textual similarity, instead of taking the pooler output, we use the entire last hidden state
output of BERT and used mean pooling along with the attention mask to get a pooled representation
of each sentence. We then performed cosine similarity on the pair of embeddings to get a final output
score. Both the output score and labels are then linearly scaled to the range O to 1 and a mean squared
error (MSE) loss is calculated for the scaled score and label.

4.3 Adversarial Regularization

To allow better generalization to unseen data during evaluation, we add a regularization loss to the
loss function of a task, such that given a model f(-; §) with parameters 6 , n data points {(x;, y;)} .,



and a loss function £(f(x;; ), y;), we instead optimize the following equation:
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where € > 0 is a tuning parameter and ¢ is chosen as the symmetrized KL-divergence for classifica-
tion tasks and squared loss for regression tasks. This essentially means that the model f(-; 8) should
output similar values for nearby points within a neighborhood of the infinity-norm ball, forcing the
model to produce smoother decision boundaries. Since finding the maximum value difference within
the norm ball requires exhaustive search, instead we approximate the regularization loss in equation
by first adding random normal noise A (0, 02) to each x;, then perform one gradient ascent step
and project back onto the infinity-norm ball to get an approximate ;.

4.4 Gradient Surgery

Since we are training parameters with three tasks, we may expect to find gradient conflicting while
training. Therefore, we tried adopting PCgrad for gradient surgery to modify the conflicting gradients.
If gradient g; and gradient g; conflict each other, we will replace g; by projecting it to the normal
plane of g;:
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4.5 Low Rank Adaption for BERT

To allow memory efficient finetuning with gradient surgery, we applied Low Rank Adaption (LoRA)
updates to BERT. For a general weight matrix W € R?** in a linear layer of the network, we want
to represent the parameter update AW}, with a low rank decomposition A and B such as:

W+ AWy =W + AB, 6)

where AW, € Rk A € R¥>" B € R™F, and r << min(d, k). This way, the number of
parameters in matrix A and B would be much smaller than AWj. With this approach we can freeze
the pre-trained BERT weights and only train on the LoORA parameters, which allows us to combine
this method with gradient surgery as computing gradient graphs for the entire BERT model can be
too expensive.

S Experiments

5.1 Data

Default Dataset We use provided datasets for fine-tuning. For the sentiment analysis task, we use
Stanford Sentiment Treebank (SST) dataset (Socher et al., 2013). For the paraphrase detection (para)
tast, we use the Quora question pairs dataset (Quo)), and finally, for the semantic textual similarity
(sts) task, we use the SemEval STS Benchmark dataset (Agirre et al., [2013)).

Additional Dataset To further improve on the performance, we conducted a in-domain pre-training
prior to fine-tuning on the target tasks. We use the Stanford Natural Language Inference (SNLI)
Corpus (Bowman et al.,[2015) and the Multi-Genre Natural Language Inference (Multi-NLI) corpus
(Williams et al.| 2018)).

5.2 Evaluation method

We model sentiment analysis and paraphrase detection tasks as classification problems, and evaluate
their performance using the default accuracy metric as specified in the handout. For the semantic
textual similarity task, we calculate the similarity between two sentences and evaluate it using the
Pearson correlation coefficient.



5.3 Experimental details

For the final submission training, we first pre-train the BERT model as a separate multi-task model.
The first task involves training the model on a language model objective using both provided datasets
(SST, Quora, STS) and our additional datasets (SNLI, multi-NLI). For the second task, we train the
model on a recognizing textual entailment task using the SNLI and multi-NLI datasets. We set task
weights w; = 0.7, ws = 0.3 and learning rate 5 x 10~6. The training time on a NVIDIA GPU-based
Amazon EC2 G5 instance (g5.2xlarge ) is around 26.5 hours for 5 epochs.

Then, we use the pre-trained BERT weight to fine-tune on our target tasks. The task weights for three
tasks are oigst = 1, para = 1, sts = 1, and the scalar for regularization loss is set to jis;s = 10.
The learning rate is set separately for BERT and the task heads, while lrggrr = 1 X 10~7 and
ITheads = 1 x 1072, The batch size is set to 16, and Ddropout = 0.3 The training time on our instance
is about 32 hours.

In table[T] we list some other experiments we have done:

* Finetune We directly fine-tune the model with all the tasks without any pre-training.

* Finetune-LM-pretrain In this experiment, we use masked language modeling training on
the given three datasets (SST, Quora, STS).

* Finetune-NLI-LM-pretrain Besides the masked language modeling training on SST,
Quora, and STS, we also include SNLI and Multi-NLI. Additionally, we pre-train the SNLI
and Multi-NLI datasets with the semantic textual similarity task, which is a three-class
classification task.

* Finetune-NLI-LM-pretrain (Adv + LoRA + PCGrad)In this experiment, we pre-train
BERT as same as in the above experiment. Then, we freeze BERT, add trainable 2-rank
LoRA modules to all linear layers, and fine-tune both LoRA modules and task heads. Also,
to prevent gradient conflict, we use PCGrad for the fine-tuning. Note that, though fine-tuning
on LoRA can speed up the training process by reducing the size fo the gradient graph, using
PCGrad to perform calculation on gradients is time-consuming, which costs about 1 hour
for 1 epoch totally. We add the adversarial loss only for STS tasks, since we observed that
this task is most prone to overfitting in our setup.

* Finetune-NLI-LM-pretrain (Adv) We use the same pre-trained BERT from the above
experiment and fine-tune on both BERT and task heads. This is the setting for our final

submission.
Experiments SST Para | STS Avg. Training Time
Finetune 48.14 | 78.31 | 27.88 | 51.43 32 mins
Finetune-LM-pretrain 47.77 | 78.76 | 62.40 | 62.96 32 mins
Finetune-NLI-LM-pretrain 51.68 | 72.93 | 75.48 | 66.66 32 mins
Finetune-NLI-LM-pretrain (Adv + LoRA + PCGrad) | 50.59 | 71.05 | 75.55 | 65.73 61 mins
Finetune-NLI-LM-pretrain (Adv) 52.86 | 73.79 | 78.17 | 68.27 67 mins

Table 1: This table shows the accuracy and correlation scores on dev datasets with different experiment
settings. See[5.3]for the details.

5.4 Results

The below table 2] shows the scores we obtained from the dec/test set leaderboard. We find the results
from dev set to be very similar to the test set. We believe that adding regularization helped with
generalization, assuming that the dev and test sets have data distributions similar to the training set.

6 Analysis

¢ Sentiment Analysis
In Figure |la| we printed out the confusion matrix for the dev set for all 5 classes for SST.
When the true label is class 0, our model almost has a 50-50 chance of guessing either class
0 or class 1, which means it is learning to detect negative sentiments, but is having a hard



Scores Dev Test

SST Accuracy 0.529 | 0.543
Paraphrase Accuracy | 0.738 | 0.737
STS Correlation 0.782 | 0.758
Overall score 0.683 | 0.679

Table 2: Scores from leaderboard

time distinguishing between the worst comments from the slightly worse ones. Our model
also performs relatively better for class 1 and class 4, and for class 2, our model again has
a harder time distinguishing the classes of neutral comments and guesses evenly between
classes 1 through 3. To see a possible reason for our model’s behavior, we counted the
number of labels for 5 classes as shown in Figure [2a]and found that there are less data for
class 0 which might explain why our model has a harder time learning to predict the worst
comments. There are also less labels for class 2 and more labels for classes 1 and 3 which
may also explain why our model is having difficulty to get good predictions for class 2.

* Paraphrase Detection For paraphrase detection, we printed out the confusion matrix in
Figure [Ib] to analyze our model’s performance. Here we see that our model tends to get
more false negatives where the true label is true, but our model predicts false. Again after
looking at the number of labels in the training dataset shown in Figure 2b] we suspect that
having more negative true labels in the dataset may have impacted our model to predict false
more often.

* Semantic Textual Similarity: We drew a scatter plot to visualize the predictions and labels
for the semantic textual similarity task, as shown in Figure The y-axis represents the
cosine similarity of the embeddings, and x-axis represents the ground truth label. We did not
normalize the cosine similarity score, but in the figure, we can see that most of the outputs
fall in the range [—0.2, 1], with only a few negative scores, which is only half the range of
[—1, 1]. We suspect that this is caused by the final layer normalization before outputting the
embeddings in BERT. When calculating the regression loss, we mapped the output similarity
from the range [—1, 1] to the label range [0, 1]. However, since our similarity scores do
not vary that widely , this can lead to a worse regression result. Therefore, we expect that
we might need some post-processing before feeding the embeddings to the similarity loss
function in order to enhance the ability to distinguish the similarity of sentence pairs .
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(a) Confusion Matrix for SST (b) Confusion Matrix for Quora (c) Scatter Plot for STS

Figure 1: Evaluation on three tasks

7 Conclusion

In our project, we learned that doing pre-training with another related task (RTE) helped with
boosting the performance the most and adversarial regularization helped generalize the model better
to unseen data. The primary limitation to our project was insufficient memory to perform PCGrad
when fine-tuning the whole BERT model and not enough computation resources to try out and tune
hyperparameters as we discovered learning rate and weights for different tasks impacted the model’s
performance greatly. We also analyzed our model’s performance and hypothesized that the different
number of labels in the training set may have impacted our model’s behavior.



(b) Quora

Figure 2: Label Distribution of three datasets
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