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Abstract

A Bidirectional Transformer model with phonetic embedding is proposed for gen-
erating rhyming sentences in various formats, suitable for poetry or lyric com-
pletion based on given keywords in Chinese. Given keywords can be used for
different types of acrostic poems(such as "cangtoushi/ji% 3k 7", "cangweishi/j
B 5", "xiangqgianshi/4E#x 5" in Chinese), or phrases to convey the main topic.
Therefore, it is essential to incorporate contexts from both directions in the Bidi-
rectional Transformer model, instead of relying solely on the previous context as
in GPT. Moreover, conventional models only take into account semantics, whereas
our approach utilizes both semantics and phonetics to improve the rthyming per-
formance of the generated poetry. As a result, our model can produce high-quality
poems that excel in both meaning and rhyme, regardless of the position of the
given keywords within the poem. Furthermore, it demonstrates superior profi-
ciency in utilizing out-of-vocabulary words. Lastly, due to the natural advantage
of the Bidirectional Transformer model, our generated outputs adhere strictly to
the desired format specified by the user.
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2 Introduction

There have been numerous attempts to employ GPT-based models for the generation of Chinese po-
etry. Though these models are capable of producing high-quality poems, users have limited control
over the output. As a result, the generated poem may not align with the user’s preferences. As an
example, users may want to incorporate specific phrases into the poem, such as "happy new year(Hf
AR IR)", "may you prosper(Z§ = & )", or "T love you(F = ¥ AK)". Alternatively, users may
choose to include a specific phrase as the final sentence to convey the main topic, such as the slogan
"My life is under my control, not that of a higher power(F, @y i F& A {1 K)". Traditional GPT-based
models do not perform well when it comes to incorporating arbitrary-positioned keywords into the
generated text. Another important attribute of poetry is the format. Various forms of Chinese poetry
follow specific formats, for instance, the Five-Character Jueju (1.5 #444)) adheres to a "5-5-5-5"
structure, the Seven-Character Lvshi (-5 5 #F) follows a "7-7-7-7,7-7-7-7" pattern, Xijiangyue in

Stanford CS224N Natural Language Processing with Deep Learning



Songci (R 1A]-FYL A ) follows a "6-6-7-6,6-6-7-6" structure, and Xiangjianhuan in Songci (% 1#)-1H
LK) follows a "6-3-9,3-3-3-9" pattern. When it comes to song lyrics, there are countless formats
we should consider. GPT-based models are unable to generate sentences accurately in arbitrary but
rigid formats. These are the limitations of previous GPT-based models, which make them unsuit-
able for actual usage. In contrast, our bidirectional model approach allows users to define arbitrary
formats with keywords in any position. This helps composers in their actual creative work.

In addition to bidirectional, we also utilize phonetic embedding to depict the phonetic characteris-
tics of tokens. In theory, this approach can facilitate the usage of out-of-vocabulary tokens for the
purpose of composing poetry. The Internet’s evolution has led to an influx of new words. However,
traditional models are unable to incorporate them for creating rhyming sentences as they have not
been encountered for training before. Even when forcefully added into a poem, they fail to produce
satisfactory results in terms of rhyming. However, through the utilization of phonetic embedding in
practice, it is possible to assign a semantic embedding value to new words by linking them to the
embeddings of related synonyms and antonyms. Phonetic embedding can also be assigned as the
pronunciation of these words is already known. This enables us to fully incorporate any new words
for generation, without the need for re-training, let alone there might be very few rhyming corpus
with such words for train.

As there are no appropriate bidirectional models in the previous research, we cannot compare the
impact of phonetic embedding directly. Therefore, we have prepared two bidirectional models: one
without phonetic embedding as a baseline and the other one with phonetic embedding. We will
demonstrate the impact using specific examples and multiple evaluation methods.

3 Related Work

We reviewed the GPT-based Chinese poetry generation([Ciaoefall, Z0TY) and one for rigid-format
poetry generation(Shi, 2021)). As stated in the introduction, the GPT-based approach has limitations
when it comes to practical usage, and the latter one didn’t make use of phonetic characteristics for
out-of-vocabulary tokens. I will not mention it again here.

4 Approach

4.1 Phonetic Token Extraction(Pinyin)

Each Chinese character is associated with its own pinyin, some of which may have multiple vari-
ants. We divide pinyin into three components: initial, final, and tone, and each component has its
own corresponding vocabulary, as shown in Figure 0. For each token, our model will retrieve the
appropriate embeddings for the token, initial, final, and tone from their respective vocabularies, and
use them as inputs for the transformer. It is important to note that some finals in Chinese pinyin are
compound, and only the thyming part should be considered as the final token.

4.2 BERT(Devlin ef all, 2018) with Phonetic Embedding and Rhyming Position Embedding

Each input token is associated with four types of embeddings: a token embedding that represents
its semantic characteristics, as well as initial, final, and tone embeddings that capture its phonetic
characteristics. Additionally, we employ a rhyming position embedding to indicate the relative
relationship between different positions in the minimal sentence elements (i.e., the parts that contain
no symbols). The index of the symbol is 1, while the index of the last token is 2, and so on, in
reverse order. As Figure D illustrates. The baseline model does not have these embeddings.

4.3 Pretrain: BERT Default MLM

To pretrain our model, we employ the default BERT Masked Language Model approach. This
involves retaining 85% of the tokens as is, and modifying the remaining 15% of tokens as follows:
80% are replaced with "<mask>", 10% are replaced with random tokens, and the remaining 10% are
unchanged but appear in the label.



Token-Phoneme Mapping

Token | Initial Rhyming Final Tone
Token Pinyin
R c ang 2
Y6 = guang - ] an 5
BR m ing 2
v A <empty> ve 4
g uang - ¥ 9 ang 1
Initial Final Tone |::> Initial Vocab Final Vocab Tone Vocab
<pad> <pad> <pad>
l <unk>
<empty> a 1
ang b ang 2
Rhyming Final 3
zh vn 4

Figure 1: Example of Phonetic Token Extraction(Pinyin)

samenemosins (&7 [B7] [ [ [&7] (&) &) ] &) &)
romeraeroonins 7] [&7] (B [0 (&0 (&0 &) [0 & [
e e [T [BD [0 B0 &0 B0 0 B &
maemesns  [Ba] (87 (B0 [0 &7 [E2) B ) [ [E)
e (B [Ead [B0 [0 0 B0 050 OO0 0
oemeins (B2 (8] (8] [] [&7] (=] [&] [ [&] [
nemeans  [En] [&] [&] [ [&] [E=] [&] [0 [&] [E]

input [ [F]l [ ][] [*] =] [2] [=] [&] [==]

Figure 2: Embeddings of BERT including Phonetic Embeddings and Rhyming Position Embedding

4.4 Finetune: Dense Masked Position LM

To fine-tune our model, we utilize a large density of masked positions. For each input, we first
randomly select a mask probability between 10% and 90%, and use this probability to determine
how many positions will be masked. Each masked token serves as the output label. This fine-tuning
method simulates a bidirectional creation process.

4.5 Generation: Multi-Position Beam Search

Unlike GPT-based models, which only predict the next token (word) at a single position, our bidi-
rectional model, which uses a large density of masked positions, can predict all masked positions
simultaneously. Therefore, we employ a multi-position beam search to generate the best possible
result. In one step, one position may have multiple candidates, and candidates may also appear in
other positions. Only top k candidates with highest score will be kept, until all the masks are filled

up.



5 Experiments

5.1 Data

We use Chinese ancient poetry
Chinese-Poetry-Dataset as train dataset. At present, we only choose poems with uni-
form sentence lengths. Furthermore, if a poem consists of more than four sentences, it will be
divided into multiple inputs. Each input will contain only four sentences. See table 1. And Table
B is some input and label samples.

dataset https://github.com/hIthu/

Cell Len | Quantity | Example

3 255 —HH, B8, BITZ, LHA

4 9269 —DIEE, WIREL. (AR, 580

5 249626 WA —hH, JA— T8 54 =H, F6EEK

6 2664 B AR, ASHERK. BRERacE, aREaT

7 246245 | WO ICAEME, NSRRI . EER AR, RIFRE—TE
total 508059

Table 1: Dataset inspect

5.2 [Evaluation method

Table B2 lists all metrics for evaluation. Rhyme Score is based on Chinese Jueju Rhyming Rules,
the rules in Chinese are " A1) - JORFIL. P, /\ﬁ%#”ﬂf . AR
BIRg: GERIRI. R 1. 3AAIE, 2. 4 A%, " If a poem satisfies either of the
rule, it receives full score 1.0. And there are lower score level for worse rhyming quality, from 0.9
to 0.4. If a poem does not rhyme at all, the score is 0. See table B2 for details.

Rhyme Diversity is the percentage of finals that all the generated poems uses for rhyme among all
finals.

Rhyme Token Diversity is the percentage of tokens that a poems use for rhyming among all tokens.
Token Position Diversity has 2 parts: sentence position diversity and intra-sentence position diver-
sity. The final value is the average of the two. For example, if a token only appears in the Ist
sentence cell, the sentence position diversity is 0.25. And if a token only appears the last and 2nd
last position inside a sentence cell, the intra-sentence position diversity is 2/7.

About Distinct-N, please refer to (Liefal

, 20T15). All these metrics are automatic and quantitative.

Stage Sample
pretrain %T%MET, AT, ﬁuﬁﬁjﬂ%g ﬁ%@mxg
pretrain éﬂéﬁiﬁiﬂv {%{J%%_ TIZEIO AT R RETE, I C R
retrain | JLOEFTEA, B N TSR T A 5, REE _ER
P LIRS W o i
pretrain iaft‘%j%: §U§ *Th:j{;e Tﬁﬁ*ﬂ%é@fa %J(
e, A . om_ BEE, R e

finetune ; pra é_‘“ P )]% H'J %ﬁif’ﬂa g)-?;r

% o F B
finetune B AmE @BFJ T I]L s ﬂﬁl
finetune &%%ﬁﬁ_ﬁ; :\0 %ﬁ«ﬁbﬂiﬂ Zﬂiﬂz_% .

3 , . V&N 75 =
finetune e =y Ty *IJJEE*

Table 2: Samples of input data and label


https://github.com/hlthu/Chinese-Poetry-Dataset
https://github.com/hlthu/Chinese-Poetry-Dataset

Rule No. | Score | Rhyming Rule Ping-Ze Rule
1-2-4 rhyme. . . .
1 1.0 3 do not thyme. Ze-Ping, Ping-Ping
2-4 rhyme. .
2 1.0 1 and 3 do not rhyme with them. Ze-Ze, Ping-Ze
1-2-4 thyme.
3 0.9 3 do not thyme. Do not meet #1
2-4 rhyme.
4 0.8 1 and 3 do not rhyme with them. Do not meet #2
5 0.6 All thyme, or 2-3-4 rhyme. Any
1-2 rhyme, 3-4 rhyme.
6 0.5 The 2 groups do not rhyme. Any
7 0.4 Only 3-4 rhyme. Any
8 0 None of above. Any
Table 3: Rhyme rules in detail
Metric Description
Average Rhyme Score Rhyming quality, max 1
Rhyme Diversity How many different finals can be used for rhyme

Rhyme Token Diversity | How many token can be used for thyme
Token Position Diversity | A token can be appear in every position, or tend to be only some fixed position

Token Diversity The total tokens that are used for generating poems
Distinct-1 Diversity(Dinstinct-Ngram) N=1
Distinct-2 Diversity(Dinstinct-Ngram) N=2
Distinct-3 Diversity(Dinstinct-Ngram) N=3
Distinct-4 Diversity(Dinstinct-Ngram) N=4

Table 4: Metrics that are used to evaluate

5.3 Experimental details

All the experiments is under Mini-BERT model, sequence_length=40, hidden_size=256,
num_hidden_layers=4, num_attention_heads=4. Vocab_size=9718.

In pretrain stage, batch_size=256, num_epoch=50, learning_rate=1e-3.

In funetune stage, batch_size=256, num_epoch=150, learning_rate=1e-4.

The final loss of Baseline is 3.794, the one of Phonetic Embedding is 3.7857.

Besides the model pretraining and finetuning, we have 3 main tasks to evaluate the model, decribed
in Table B3.

5.4 Results

The result of first task is shown in Table B3 and Figure B. As for task 2 and task 3, we only care
about Average Rhyme Score, and it’s show in Table B4.

We have selected some incredibly high-quality poems, as well as some good examples of Cangtoushi
and Xiangqianshi. Please refer to Table 54 for their review.

No. | Name Purpose Method
1 Uniform Poem Evaluate the basic ability of model Use th.e first character of the 4 sentences of every
poem in the corpus to generate

. Evaluate the generalization ability | Define various lengths format, and use the previous

2 Non-Uniform Poem .
for various-length poems method to generate
3 Out-of-vocabular Evaluate the generalization ability | Make a new token into vocabulary, assign semantic
ut-ot-vocabulary of phonetic embedding embedding and phonetic embedding to generate

Table 5: Definition of 3 main tasks



Metric Corpus | Baseline | Phonetic Embedding
Average Rhyme Score 0.556 0.558 0.553
Rhyme Diversity 1.0 0.952 0.952
Rhyme Token Diversity | 0.697 0.191 0.190
Token Position Diversity | 0.844 0.645 0.644

Token Diversity 1.0 0.701 0.703
Distinct-1 0.909 0.921 0.922
Distinct-2 0.962 0.961 0.961
Distinct-3 0.926 0.923 0.923
Distinct-4 0.890 0.884 0.884

Table 6: Task 1 result

B Corpus [ Baseline Approach Phonetic Embedding Approach

[%4]

1.00
0.7
0.5

il

02
Average Rhyme Rhyme  Token Token Distinct-1 Distinct-2 Distinct-3 Distinct-4
Rhyme Diversity Token  Position Diversity
Score Diversity Diversity

[=)

(&3]

Figure 3: Result 1: Comparison between Corpus, Baseline and Phonetic Embedding

There are also some excellent generated poems with both high-quality meaning and rhyming. To
display their meanings, we have included the English version in the appendix.

6 Analysis

Based on the evaluation of Task 1 shown in Table B3, it can be observed that both the baseline and
phonetic embedding approaches have achieved good results in comparison to the corpus. Except
the diversity related to tokens, the main metrics are quite similar to those of the corpus. This indi-
cates that the bidirectional model has successfully captured the majority of poetry’s characteristics,
enabling it to produce excellent new poems as a language model (See Table B4 for some example
of human evaluated high-quality poems).

Regarding the Phonetic Embedding approach, the evaluation of Task 2 and 3 presented in Table
B4 demonstrates its significant superiority over the baseline approach. The baseline approach can
hardly generate rhyming sentences in such cases. However, the phonetic embedding approach can
achieve rhyming to a certain extent. This highlights the high potential of Phonetic Embeddings.
Though, when compared to the average rhyming score of the corpus and Task 1, the resulting score
is still too low. We believe that this is due to the loss of some information from both the semantic

Task | Baseline | Phonetic | Improvement over baseline
2 0.078 0.203 260.3%
3 0.0495 0.104 210.1%

Table 7: Task 2 and 3 result of rhyming score




Category Poem Poem
BRI NV IHIE X [ i 7K i
Human Evaluated TE e e i SET AR IR A
High-Quality RV H B T8 e PRIR AR
7 AR SR BEIH IAZHN
RIS AN 2 B 2 1 25 2
Human Evaluated VO Hsf XU BLZE Sy sk Bk 2= R 2L
High-Quality LUK AE G BH Hti— R N
@iﬁf—?ﬂﬂ‘l‘ﬂq %ﬁiiﬁﬂ
3 A DS AN %
Multiple applications ’ﬁ&gﬁ; gﬁ—]gg % %g
of CanglouGlLI0). | btk 445 VBT
Congwel BS) and | 3475 ICEE )
fangqian(I) | GriEbe + 388 | GBS+ )
EOopR=TH TTERAERT
Out-of-vocabulary I THIRAII A K DLEEIRILE A
rhyming example R H 2= TR H EEUF
using the letter *A’ —ERHFILEA Hiu 3 5L [E) A
(A’ rhymes with 7K) (A’ rhymes with %)
G XT 1 — 2% — R AR
Non-uniform poem | & Lt /H ATl SR B bR
rhyming example EAHPY R KT B T TS
TR hzHE EARA I

Table 8: Examples of generated poems in different categories

and phonetic embedding when they are simply added together in the out-of-vocabulary case. Addi-
tionally, for the Non-uniform case, there were no such poems in the corpus at all for the model to
learn. To address these issues, we are considering the following improvement plans:

1. Augment the data into various length series to increase the model’s exposure to diverse
poem structures.

2. Employ a new algorithm or architecture to combine semantic embedding and phonetic
embedding in a more effective way rather than simply adding them together.

3. Expand the training corpus by incorporating Songci (a type of Chinese poetry), Yuanqu (a
form of Chinese opera), and other forms of poetry.

7 Conclusion

We propose a bidirectional poetry generation model that employs phonetic embedding to enhance
its generalization ability, with the aim of facilitating artistic production. Through the design of two
training methods with BERT and three evaluation tasks, we have demonstrated the exceptional
ability of the bidirectional model to generate high-quality poems, including various forms of
acrostic Chinese poetry(Cangtoushi, Cangweishi, Xiangqianshi). Additionally, it has shown great
potential for creating poetry with out-of-vocabulary tokens or in various non-uniform length series,
although further refinement is necessary.

For future work, we will make use of more kinds of datasets, employ data augmentation, and
we believe it will help a lot to make it a bidirectional encoder-decoder architecture with more
well-designed training procedure.
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HIGH-QUALITY GENERATED POEMS

Common - Landscape - Rhyming Score 0.8

Jﬂ*‘é‘ '5:" ﬂ E é’ ) From Dongling's east, I gaze up at the cloud-filled sky,

"—‘HTR.IH?-] -&%fﬂ\ And suddenly the wind and rain rush in, their colors awry.
Amidst the flowers atop the mountain, the sun appears,

o 9: /#E, ﬁ, ,éﬂ Fﬂ ﬂ, And at the valley's entrance, the sound of spring water
ﬁ*ﬂ&ﬁﬂﬂ;@ cheers.

Common - Longing, Love - Rhyming Score 0.9

Whenever I yearn for her, I visit the places we roamed, -ﬁ-'f{.ﬁ/\ﬁ 18] 3%
By the shore, I climb the highest building, lost and alone. o

Sea breeze and mist shroud the beach, wild geese unseen }#ﬂ Jii—gi ‘E #
in the distance, R‘m ﬂ ﬁﬁ%ﬁ

My cherished one is thousands of miles away, my heart

heavy with absence. 7; 2, ;fﬂ ..g‘ -—,*.5:\ %

Common - Landscape - Rhyming Score 0.8

T s = Green hills beyond the coast, white clouds, skies like jasper
BrwdTEH oighr, 1P

' > =41 | Peaches and plums bloom crimson at the water's edge in
s KA T R delight.

% #P'—&ﬁ @ Soft night rain falls like willows outside the window’s glass,

P Lotus flowers sway in the spring breeze on the pond, such a
*. % T 2%)3\4 sight to amass.

Acrostic - Lonely - Rhyming Score 0.9
Keywords: 2%, KERM. (A meme of Chinese LOL competition)
Keyword Meaning: UZI, you are the eternal God in my heart.

In the night so long, crows sing a song,

Full moon beams, bright all night long. g "\%’ﬁ* EH ﬂ l‘g
Wild geese take flight, in the dark of night, = -
White clouds drift by, a leisurely sight. )ﬁ % iﬂ é’ w P‘EJ

Mountain climb's path, not hard to find, ﬁ‘l’ﬁ% iE }ﬁ '?

The peak’s in sight, within your mind.

Yet my restless soul, like the vast seq, f&ﬁ ﬁ # 1& ﬁ j'ﬁ]

No place to hold, forever free.
Acrostic - Love - Rhyming Score 0.8
Keywords: B EIIR, M3E. (1 love you, Wenjie Ye)

& % }ﬁ' F)q % n.'- I love the shade of leaves that's cool and dense,

.!- m fa;[ilg‘, m—i And I love the sound of a light rain, that's gentle and intense.
My mood is eager, bright like blooming flowers,

Jk‘.%‘ %%ﬂiﬁ While your heart flutters like elusive bees and butterflies in

ﬁ"ﬂ‘&ﬁgﬁzfﬂ\ showers.
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