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Abstract

This project aims to develop a climate-focused QA model that can generate reliable
opinions (output) on scientific statements (input) to prevent misinformation in
climate sciences. To achieve this goal, we begin our baseline model by fine
tuning T5-small model on the climate dataset, and we realize a research problem
that model responses are sensitive to input prompt formats. To address this, we
conduct an analysis of different prompt formats on the FLAN T5-small model, and
select the most effective one to use for fine-tuning with the climate dataset. Our
improved FLAN T5-small model outperforms the baseline model by 32%. We
continue to improve our model along two pathways: 1) using a larger pre-trained
language model and 2) using a larger fine-tuning dataset. The results show T5-
base model performs 29% better than FLAN T5-small model, and a larger dataset
does not significantly improve performance. The T5-base model outputs are more
elaborative, while the FLAN T5-small model responses are stable across different
prompt formats. Additionally, we improve the BLEU score by counting synonyms
occurrences to quantify model performance.
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2 Introduction

Large language models have been very successful in the NLP community [1, 2] for topics such as
machine translation [3], multi-task and few-shot learning [4], and question answer (QA) chatbot
models [5]. Domain adaptation on pre-trained large language models has been widely used by fine
tuning on dataset with specific topics or tasks [6]. This helps to improve the model capability on a
particular topic or task that the original training process or dataset was not given enough emphasis
[7]. One of the research problems is the model responses could be very sensitive to the input prompt
formats [8]. It is motivated and important to investigate the performance of multiple prompt formats
and select the best one for fine tuning. In addition, it is challenging to analyze the similarity between
two sentences quantitatively. BLEU score is widely used for multiple NLP tasks [9] such as machine
translation, QA models, etc. However, there are restrictions for sentiment level evaluation as well as
the synonyms [10]. That means when two sentences show the same meaning for human beings but
expressed in different sentence structures or synonym words, the BLEU score will underestimate
the performance. Therefore, it is motivated and important to introduce a syn-based BLEU score that
considers synonyms when counting the n-gram occurrences.
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Climate change and climate sciences are trending topics in our society in recent years [11], and
mis-information grows significantly [12]. Although researchers have been contributing efforts from
multiple perspectives, it is important to have a QA language model that can interpret the scientific
statements with correct opinions in order to avoid mis-information in this domain [13]. At present,
we still highly rely on climate scientists to manually evaluate the opinions or claims on a statement,
which is expensive regarding time and efficiency. This project aims to leverage the QA language
model to fill the gap, avoid mis-interpretations on climate statements, and accelerate the labeling
work in literature.

The goal of this project is to develop a QA model in climate domain by fine tuning the pre-trained
language models on climate dataset. The prompt formats study paves the way to improve the model
stability and accuracy for its performance, and an improved syn-based BLEU score quantify sentences
similarities more accurately. We therefore have a better understanding of how far is the predicted
sentence to the "golden sentence". Further, we aim to investigate the impacts of large pre-trained
language model sizes and dataset sizes on the model performance.

3 Related Work

The state-of-the-art natural language models follow two general steps: pre-training a large language
model on an auxiliary task, and then fine-tuning the model on a task-specific labeled dataset using
cross-entropy loss [14]. The Text-to-Text Transfer Transformer (T5) model has an encoder-decoder
structure [15] that is pre-trained on Colossal Clean Crawled Corpus [16]. We are motivated to start
our baseline from the T5 pre-trained model because it works well on a variety of tasks out-of-the-box
by pre-pending a different prefix to the input corresponding to each task. FLAN-T5 is an improved
version that has been fine tuned in a mixture of tasks [17], and literature has pointed out that the
prompt tuning could be comparable to fine tuning [18]. It instructs the work of this project by testing
prompt formats analysis on FLAN T5, and explore the model performance on the best prompt format
before and after fine tuning on FLAN T5 model using the climate dataset. Fine tuning the pre-trained
language models are preferable because we do not need to train a model from scratch, and it also
shows strong performance [19].

The BLEU score is initially developed to evaluate machine translation problems automatically [9].
With more applications in NLP research, we find the benefits and limitations of BLEU [10, 20, 21].
A variety of improved versions of BLEU scores emerge in the literature and show better performance
on specific tasks, such as for morphologically rich languages [22], sentence or sub-sentence level
evaluation [23], and so on. The typical way to test the BLEU score performance is to compare
with human evaluation, and it indicates positive signals when a strong correlation appears [24].
Considering this specific work, we aim to develop a syn-based BLEU score due to the large portion of
synonyms in the climate dataset. So the syn-based BLEU score is a nice next step for implementation
and analysis.

It is more and more important and urgent to address the growth of climate change misinformation
[12]. Researchers have attempted to analyze climate disclosures [25], develop pre-trained models
for climate-related text [26], and analyze climate policy and actions [27] using NLP. However, those
explorations are still quite early in climate science. Literature also points out the need to have a QA
based model that can interpret the current opinions based on scientific statements [13]. It motivates
this project to address the challenges to develop a climate QA chatbot and contribute to the literature.

4 Approach

In this project, the fine tuning task aims to train a QA model that specializes in climate-related topics.
The model takes a climate-related scientific statement as input and generates an opinion or claim as
output, both in the form of text sentences. We fine tune the model using the climate dataset as the
baseline, and as a stretch goal, we also experiment with the larger wikiQA augmented climate dataset
to observe the effect of dataset size on model performance. To evaluate the model’s performance, we
use the averaged BLEU score on the testing set as the baseline evaluation approach. We also introduce
an improved version of BLEU, called Syn-based BLEU, which counts synonyms to improve sentence
evaluation. We define the loss function in Eqn. 1 using cross-entropy loss [2], which we minimize
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to ensure that the model-generated output responses are as close to the target "golden sentences" as
possible.

L(θ) = − 1

N

N∑
i=1

J∑
j=1

yi,j log(ŷi,j) (1)

where θ denotes the model parameters; N is the number of training examples; J is the length of the
answer span (or the number of tokens in the answer span); yi,j is the true probability distribution of
the answer span for example i at token position j; ŷi,j is the predicted probability distribution of the
answer span for example i at token position j.

Baseline: fine tuning on T5-small pre-trained model using climate dataset

The T5-small pre-trained model [16] is selected as baseline because 1) the size of the model is
approachable given the computational resources; 2) the encoder-decoder architecture (Fig. 6) shows
great potential for the tasks in this project. The model performance is evaluated on the testing set
by computing the average syn-based BLEU score of predicted responses compared to the "golden
sentences".

Syn-based BLEU score

Syn-based BLEU score is an improved version of BLEU score by considering the synonyms in
a sentence. In BLEU score computation, we count the occurrences of n-grams, and we possibly
ignore synonym words although they represent the correct meaning. An example in appendix (Fig.
7) shows more details. The syn-based BLEU score counts synonyms by taking advantage of the
WordNet, which is a lexical database designed to capture the relationships between words [28]. The
implementation is shown in Fig. 1 with the following steps: 1) identify the unique synonyms for
each word in the reference sentence; 2) aggregate the reference sentences by combining all identified
synonyms; 3) apply the BLEU score metric to find the highest BLEU score by comparing the predicted
sentence to all aggregated reference sentences. In step 1), the WordNet could possibly provide
more than 10 items, and we first get the unique synonyms and select the top 10 if beyond. A lot
of words (such as "this") do not have a synonym output from WordNet, so we take the word itself
for aggregation considerations. We evaluate the syn-based BLEU approach in Fig. 1 by comparing
with BLEU score on 100 examples randomly selected in the climate dataset during the stability test.
We compute both syn-based BLEU and BLEU scores for the same pairs of (prediction, "golden
sentence") data. It shows syn-based BLEU score performs better because it is always greater or equal
to the BLEU score. For the dots staying on the diagonal line, it shows the syn-based BLEU ends
up to be the same with BLEU, that means synonyms do not challenge BLEU score. In general, we
observe quite a lot of cases that syn-based BLEU is higher than BLEU, proving it is important to
consider synonyms when evaluating model performance. Therefore, we use syn-based BLEU as the
approach to quantify model performance.

Figure 1: Syn-based BLEU score implementation and performance. Left: illustration of syn-based
BLEU score, and the synonyms are based on WordNet [28]. Right: Syn-based BLEU score compared
with the BLEU score based on randomly selected 100 examples in the climate dataset during the
stability test.

FLAN T5-small for prompt format analysis
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The Few-shot Learning with Attentive Networks (FLAN) T5 is an extension of T5 pre-trained
model with improvements of enhanced attention mechanism, few-shot and multi-task learning, better
scalability, and so on [17]. To address the research problem of model responses stability, it is
important to study the input sentence prompt formats to generate output responses in a stable and
reliable way [29]. There are 5 steps for prompt format analysis workflow: 1) propose 10 different
candidates of prompt formats; 2) apply the prompt formats to the climate dataset; 3) evaluate the
performance of all prompt formats using FLAN T5-small pre-trained model directly; 4) select the
best prompt format and fine tune on FLAN T5-small using the climate dataset; 5) evaluate the model
performance and compare with baseline.

Table 1: Candidates of prompt formats

Case ID Prompts formats
Case 1 What is the opinion on the following scientific statement: [input]
Case 2 Do you agree or disagree on [input]
Case 3 What do you think of [input]
Case 4 What does the following [input] mean?
Case 5 What does this climate related scientific statement [input] tell us?
Case 6 The scientific statement is [input], so the opinion or claim is
Case 7 The claim based on the following climate statement [input] is
Case 8 The correct understanding of [input] is
Case 9 Question: [input] answer:
Case 10 Scientific statement: [input] claim or opinion:

Table 1 shows all candidates of prompt formats we proposed in this work. The [input] represents the
text sentences (scientific statements) in the climate dataset, and we add prefix or suffix for each case
to feed into FLAN T5-small model directly for responses. We generate 5 candidates in the question
tone and another 5 candidates in the declarative tone. The evaluation of prompt formats is shown in
Eq. 2 that is composed of two aspects: stability and accuracy. For stability test, we have an additional
version of [input] that adds an extra prefix of "Recent literature points out that [input]" before
feeding into different prompt formats to compare with the [input].

Stable ratio =

N∑
i

c

N

Stability =

N∑
i

1

N
Syn− based BLEU(ŷ1,i, ŷ2,i)

Accuracy =
N∑
i

1

2N
{Syn− based BLEU(ŷ1,i, yi) + Syn− based BLEU(ŷ2,i, yi)}

Overall score = 0.25 ∗ Stable ratio+ 0.25 ∗ Stability + 0.5 ∗Accuracy

(2)

where c is the number of examples that outputs from FLAN T5-small are exactly the same using
two different versions of input ([input] and "Recent literature points out that [input]") under each
prompt format case; N is the total number of examples; ŷ1,i is the prediction of FLAN T5-small on
input prompts based on "[input]"; ŷ2,i is the prediction of FLAN T5-small on input prompts based
on "Recent literature points out that [input]"; yi is the "golden sentence" in the climate dataset.

Stretch goals

The stretch goals of this work are 1) testing a larger dataset and 2) a larger pre-trained language
model to observe the model performance. The performance is computed as the averaged syn-based
BLEU score on the testing set. We select T5-base for the larger pre-trained language model in this
study. We augment the climate dataset by adding 2,325 examples selected from the wikiQA dataset
that are related to climate sciences. The climate dataset includes 7,675 examples and the augmented
dataset (named as wikiQA+climate) has 10,000 examples. The training, validation, testing split is
80%, 16%, and 4% respectively.

Originality
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1) Implement multiple pre-trained language models in workflow and then fine tune with climate
data for domain adaptation; 2) Clean and reformat the climate dataset to select appropriate pairs of
text sentences from the source; 3) Develop the Syn-based BLEU function to improve the baseline
sentence evaluation method (BLEU); 4) Prompt format analysis workflow on FLAN T5-small model
to select the best candidate for fine tuning; 5) Dataset augmentation for a larger dataset by selecting
examples from wikiQA dataset as stretch goals.

5 Experiments

5.1 Data

The climate dataset is from the CLIMATE-FEVER data [13], including a collection of 19,341 pairs
of text in format of (statements, claim/thoughts) pairs. An example is shown in Fig. 2. The pre-
processing includes identifying examples that show relations (opinions are supported or refused by
statements). It ends up to have 7,675 pairs of sentences for this project. We split the dataset for
training (80%), validation (16%), and testing (4%). The tasks of this dataset include fine tuning
T5-small for a QA model focusing on climate change, prompt format analysis, and language model
size study.

The wikiQA dataset [30] includes 29,258 pairs of question and answer sentences for open-domain
QA. There are 2,325 examples selected from wikiQA that are related to climate sciences. The task of
wikiQA is to augment the climate dataset to 10,000 examples to analyze the fine tuning dataset size
impacts on model performance.

Figure 2: An example of climate dataset with a pair of text sentences (statement, opinion).

5.2 Evaluation method

To measure model performance, we use BLEU score and syn-based BLEU as our evaluation metrics
to measure the testing set predictions compared to the "golden sentences". The baseline evaluation
metric is BLEU score [9] because it has been widely used to evaluate NLP tasks (especially machine
translation and natural language generation like QA) [10]. We also develop our own Syn-based
BLEU to improve model performance evaluation based on BLEU.

For prompt format analysis, we use the stable ratio and stability (Eq. 2) to measure model outputs
variations given inputs in different formats. The overall score is calculated considering both stability
and accuracy for 10 prompt format candidates.

5.3 Experimental details

The experiment details for pre-trained models and datasets are documented in Table 3. They are all
conducted on the Tesla T4 GPU with 40 cores and 16 GB memory.

For T5-small fine tuning experiments, we used its tokenizer to process the text sentences, and then
define the sequence to sequence training with learning rate of 0.0004, batch size of 8, drop rate of
0.1, maximum input length of 512 tokens, using syn-based BLEU as the evaluation method. We
conduct evaluation every 100 steps with appropriate information logged. The training time is around
65 minutes for 2 epochs, and we save the model with the best performance on testing set. When using
the augmented dataset, it takes 80 minutes for training. For fine tuning on T5-base using the climate
dataset, the training process takes around 133 minutes.

For FLAN T5-small fine tuning experiments, we follow the same set of hyper-parameters but finish
training much faster (26 min for the climate dataset and 31 min for the wikiQA+climate dataset) in 2
epochs.
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5.4 Results

Figure 3 shows T5-small fine tuning model responses to an example of climate statement. The
opinion responses are very different for two types of input prompt formats, and this is not what we
expect. A language model should generate stable outputs given similar inputs. In order to improve
the baseline results, we further do experiments to fine tune: 1) on FLAN T5 pre-trained model with
the best prompt format selected, 2) on a larger pre-trained language model (T5-base), and 3) with a
larger dataset (wikiQA+climate).

Figure 3: T5-small fine tuning model responses to a statement example in different prompt formats.

The prompt format analysis results in Table 2 show case 7 is the best among all. For prompt cases 6 to
10, they are in the declarative tone, and they tend to have higher overall score performance compared
to cases 1 to 5 in the question tone. It is expected to see the best candidate is of the declarative tone.
The syn-based BLEU score is always greater than the BLEU score due to its designed algorithm and
implementation. Case 7 prompt format is therefore used for fine tuning on FLAN T5-small model.

Table 2: Performance of prompt format candidates on FLAN T5-small model before fine tuning

Case ID Stability FLAN T5-small accuracy Performance
Stable ratio BLEU Syn-based BLEU BLEU Syn-based BLEU Overall score

Case 1 0.4391 0.2117 0.2368 0.1679 0.2027 0.2703
Case 2 0.5505 0.2857 0.2973 0.1048 0.1538 0.2889
Case 3 0.2280 0.0893 0.0942 0.0793 0.0811 0.1211
Case 4 0.4397 0.1903 0.2074 0.1383 0.1700 0.2468
Case 5 0.4169 0.1627 0.1819 0.0950 0.1254 0.2124
Case 6 0.4332 0.1684 0.1826 0.0873 0.1250 0.2165
Case 7 0.3941 0.5255 0.5304 0.1933 0.2149 0.3386
Case 8 0.3694 0.4081 0.4279 0.1661 0.2067 0.3027
Case 9 0.3550 0.1541 0.1616 0.0541 0.0868 0.1726

Case 10 0.3453 0.4555 0.4750 0.1778 0.2079 0.3090

Figure 4: Overall performance of prompt format candidates.

More experiments are conducted to analyze size impacts of pre-trained language model and fine
tuning dataset. Table 3 shows the performance for all experiments in this work. First, it is expected to
see the fine tuning on FLAN T5-small using the climate dataset improves from 0.2149 (before fine
tuning) to 0.2835 (after fine tuning). Second, it shows the larger size of the language model tends to
improve the performance. Third, the larger dataset improves very slightly on model performance.
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The observations are expected and it tells the approach to fine tune on larger language model with the
best prompt format is preferable compared to dataset augmentation in this work.

Table 3: Results of 6 designed experiments with details of pre-trained models and fine tuning datasets

Exp ID Pre-trained model Data set Performance
Name No. params Name No. samples Syn-based BLEU

Exp 1 T5-small 60M climate 7,675 0.2137
Exp 2 FLAN T5-small 80M climate (train) 6,140 Table2
Exp 3 FLAN T5-small 80M climate 7,675 0.2835
Exp 4 T5-small 60M wikiQA+climate 10,000 0.2198
Exp 5 FLAN T5-small 80M wikiQA+climate 10,000 0.2906
Exp 6 T5-base 220M climate 7,675 0.3654

Exp ID Notes
Exp 1 Baseline case
Exp 2 FLAN T5-small on climate (train) dataset with 10 prompt format candidates
Exp 3 Fine tune FLAN T5-small + best prompt format on climate dataset
Exp 4 wikiQA+climate is the augmented dataset with 2,325 examples from wikiQA
Exp 5 Fine tune FLAN T5-small + best prompt format on augmented dataset
Exp 6 Stretch goal: investigate the performance of a larger language model

Figure 5: Model performance compared with multiple sizes of pre-trained language models (left) and
multiple sizes of dataset (right). For both figures, horizontal axis represents the model performance
evaluated using Syn-based BLEU.

6 Analysis

Baseline observations

The baseline model generates outputs in Fig. 3 that is sensitive to the input prompt formats. For the
first example (Fig. 3 left), it is possibly that the climate dataset does not specifically include concepts
related to natural hydrogen. In fact, natural hydrogen is a very new concept in the climate and energy
research domain. However, if we tell the model that recent literature points out that statement, the
baseline model changes its mind immediately and then get to agree with the statement. It tells the
baseline model can understand the meaning of the prefix we added, and then interpret it correctly.

Prompt formats analysis

The input prompt sentence tones, keywords, structures are important to the overall performance
considering stability and accuracy. The prompt analysis in Table 2 shows the best candidate from 10
different cases (Table 1). In general, a declarative tone of input shows better overall performance,
considering both stability and accuracy. The question tone cases tend to have higher stable ratio,
meaning more examples in question tone format will get the exact same outputs. However, its
accuracy is in general less than the declarative tone cases. By comparing different cases in Table 1,
case 7 prompt format specifically mentions keywords such as "climate statement" and "claim". This
gives more clear indications to the FLAN T5-small model before fine tuning. Case 1 also mentions
the keywords ("opinion", "scientific statement") specifically, and its overall performance score is
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relatively high among other cases in a question tone. Also, case 7 does not break a whole sentence by
a comma, which might also be an advantage.

Model improvements

A larger fine tuning dataset does not improve a lot (shown in Fig. 5) because the wikiQA examples
are pairs of (question, answer) instead of (statement, opinion). A larger pre-trained language model
is expected to show better performance because it is capable to handle more complicated patterns.
T5-base model performance is the best among all, and FLAN T5-small with the best prompt format
shows improvements compared to baseline. We also test an example in Table 4 for the improved
models.

Table 4: Improved models responses to a statement example in different prompt formats.

Input 1 Natural hydrogen is a carbon-free energy.
Input 2 Recent literature points out that natural hydrogen is a carbon-free energy
Model Input Output

FLAN T5-small Input 1 Natural hydrogen is a renewable source of energy.
FLAN T5-small Input 2 Natural hydrogen is a carbon-free energy.

T5-base Input 1 The fact that natural hydrogen is a carbon-free energy is proving to be a good thing.
T5-base Input 2 In fact, there is a lot of evidence that natural hydrogen is a carbon-free energy.

For the FLAN T5-small model, the responses to both input1 and input2 are very close to each other.
The renewable source of energy has the equivalent meaning compared to a carbon-free energy in this
context. This example shows great stability performance due to the way we design the fine tuning
workflow.

For the T5-base model, the responses are more elaborative compared to the FLAN T5-small because
T5-base is huge, having more than twice of parameters to FLAN T5-small. The T5-base model
generates slightly different output responses when adding a prefix of "Recent literature points out
that". The words in output ("a lot of evidence") are correlated to this input prefix.

7 Conclusion

In this project, we aim to develop a a climate-focused QA language model that generates accurate
opinions on scientific statements. We start with fine-tuning T5-small on the climate dataset, but
find that the model’s outputs are sensitive to input prompt formats. To address this problem, we
conduct a prompt format analysis based on FLAN T5-small model, and develop a workflow, as well
as performance evaluation metrics (stability and accuracy) to select the best prompt format before
fine-tuning. We find that different prompt formats show very different performance, and prompt
format selection is a necessary step. A declarative tone of prompt format with essential keywords
tends to be the best out of all candidates.

After fine-tuning with the best prompt format, the FLAN T5-small model shows a 32% improvement
compared to the baseline, and a 31% improvement compared to the model before fine-tuning. The
T5-base fine-tuned model shows the best performance among all experiments, with an improvement
of 29% compared to the FLAN T5-small fine-tuned model. This is because T5-base is a much larger
language model, and the size of the pre-trained model is very important for model performance.
Comparing the model outputs from FLAN T5-small and T5-base, the responses from FLAN T5-small
have excellent stability performance, while T5-base outputs are more elaborate due to its larger model
size. Both models are capable of generating reasonable opinion responses to climate-related scientific
statements. We also develop a syn-based BLEU to improve sentences evaluation counting synonyms.
Our results show that the syn-based BLEU is always greater or equal than the BLEU score, by the
definition and implementation of syn-based BLEU.

For future work, we would like to continue our approach and fine-tune larger pre-trained language
models to further improve model performance. Human evaluation from multiple researchers in this
domain could also provide valuable references and avoid evaluation biases from a single person.
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A Appendix

Figure 6: An example architecture of the transformer model [31]. The encoder is on the left and the
decoder is on the right. The architecture of T5 pre-trained language model is very similar to this
figure.
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Figure 7: An example of Syn-based BLEU evaluation method showing improved score compared to
the baseline of BLEU evaluation. The predicted sentence is This is a good publication. The reference
sentence is This is a good issue. According to the Syn-based BLEU method, we check the synonyms
and it shows the word good has a synonym well, and the word publication has a synonym issue. The
aggregated reference sentences will be: This is a good issue., This is a well issue., This is a good
publication. and This is a well publication. The Syn-based BLEU improves from BLEU score of
0.669 to 1.
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