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Abstract

In recent years, transformer large language models (LLMs) have achieved wide
success in a variety of downstream tasks, in large part by dramatically scaling up
parameter counts. This, however, greatly increases the computational burden of
training and running models. In this project, we propose a method that balances
performance, inference complexity, and training complexity through a two-stage
process. First, we reduce the inference complexity by converting the feed-forward
networks in a pretrained LLM into a Mixture of Experts (MoE) through a process
called MoEfication. This leads to reductions in performance on downstream tasks,
however, so we utilize Low-Rank Adapatation (LoRA) matrices to efficiently fine-
tune the MoEified model. Our results demonstrate that we can recover nearly all
of the performance loss, resulting in a pipeline for reducing inference time with
minimal loss in model quality.

1 Introduction

The remarkable recent successes of language models come in no small part from exploiting scale in
both training data and model size (Han et al., 2021). Model performance on downstream tasks is highly
correlated with the number of model parameters and size of the dataset used for training (Kaplan
et al., 2020; Aghajanyan et al., 2023), and as a result the principal driver of recent accomplishments
in language modeling has been the continuous release of ever-larger models, and the path forward
seen by a number of noted researchers is not merely large models but outrageously large models
(Shazeer et al., 2017).

This trend, however, greatly increases the computational resources needed to train and run language
models.

Consequently, a great deal of effort has gone into making transformer models more efficient, utilizing
techniques like model pruning and attention approximation (Tay et al., 2022; Pope et al., 2023). In
particular, one approach that has seen a recent resurgence since it was first proposed in the 1990s
is Mixture of Experts (MoE) (Jacobs et al., 1991), in which a model consists of distinct “experts”,
only a subset of which are activated on a given input. This enables training very large models—and
benefiting from the enhanced performance brought by scale—while reducing the computational
burden of running such large models by only activating parameters that are most relevant to the input
(Masoudnia and Ebrahimpour, 2014).

But a problem still remains: training large MoE models can still be prohibitively expensive and
resource intensive. This is particularly the case for those with limited GPUs available, putting
state-of-the-art models out of reach for many researchers.
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To address this, we develop a pipeline for converting outrageously large language models into
outrageously fast ones with minimal reduction in performance. We start from the view that the
feed-forward networks (FFNs) of transformers act as stores of knowledge (Dai et al., 2021). In
particular, the FFNs can be viewed as mixtures-of-experts, i.e. particular clusters of neurons hold
information on particular topics or knowledge categories and each cluster is largely independent
of the others (Suau et al., 2020). This enables a process of MoEfication, proposed by Zhang et al.
(2022), that splits the FFNs of a model into a mixture-of-experts. This process is imperfect, however,
and there is a reduction in performance on downstream tasks as a result of the process. We combat
this by utilizing low-rank adaption (LoRA) matrices (Hu et al., 2021) to fine-tune the MoEfied modes.
We show that we can recover nearly all of the performance loss in a parameter-efficient way.

2 Related Work

2.1 Model Acceleration

Model acceleration is a lively area of research that seeks to reduce the time and/or space complexity
of models (Choudhary et al., 2020). Important approaches include knowledge distillation, where
knowledge is transferred from a larger, more complex model (the “teacher”) to a smaller, simpler
model (the “student”) (Sanh et al., 2019; Jiao et al., 2020); model pruning, a compression technique
where parameters are systematically removed from a model utilizing strategies that minimize loss in
capability (Zhu and Gupta, 2017; Voita et al., 2019; Lin et al., 2020; Zhang et al., 2021); attention
approximation, where attention is approximated to reduce computational overhead from attention
computations (Wang et al., 2020; Kitaev et al., 2020; Ham et al., 2020; Choromanski et al., 2020);
model quantization, where floating-point precision is reduced by mapping continuous floating-point
values to a finite set of discrete values (Rokh et al., 2023; Polino et al., 2018; Bai et al., 2021); and
dynamic inference, where the computational graph of a model adjusts dynamically based on the input
at inference time (Xia et al., 2022; Xin et al., 2020; Hou et al., 2020).

2.2 Mixture of Experts

One approach to model acceleration that this project is based around is Mixture of Experts (MoE),
part of an avenue of research known as “conditional computation” that seeks to take advantage of
the greater capabilities of very large models while reducing training and inference speed by only
activating a subset of a model’s parameters on any given input (Bengio, 2013; Bengio et al., 2015).
MoE is an approach that precedes modern deep learning, having first been proposed in 1991 by
Jacobs et al. (1991) to speed up supervised training and inference. It has since become an active
area of research in deep learning and has shown success at reducing computational resources for
very large models (Masoudnia and Ebrahimpour, 2014). Notable recent MoE models include the
Switch-Transformer (Fedus et al., 2021), BASELayer (Lewis et al., 2021), Hash-Layer (Roller et al.,
2021) and GLaM (Du et al., 2022). There is ongoing research into architectural enhancements of
MoE models, like improved expert routing (Zhou et al., 2015), differentiable gating (Hazimeh et al.,
2021), improved token-expert allocation (Lewis et al., 2021), and hardware optimization (He et al.,
2021).

2.3 Efficient Fine-Tuning

A related area of research that has become particularly active in this era of scale is efficient fine-tuning
(Chen et al., 2023). A number of approaches have been proposed, e.g. adapter tuning (Houlsby et al.,
2019), prefix and prompt tuning (Li and Liang, 2021; Lester et al., 2021), and BitFit (Zaken et al.,
2021). One approach that has taken on particular significance and which is utilized by this project
is low-rank adaptation (LoRA), which reduces fine-tuning to training low-rank matrices (Hu et al.,
2021). The introduction of LoRA has spawned its own subfield of research, with new variants of
LoRA proposed often, e.g. MoLE (Wu et al., 2024).

2.4 Interpretation of Transformer Feed-Forward Networks

As a result of the success of transformer models, substantial research has gone towards developing a
theoretical understanding of their operation (Wallace et al., 2019; Kovaleva et al., 2019; Wang and Tu,
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2020) and their linguistic understanding (Ramnath et al., 2020; Manning et al., 2020). Particular focus
has been placed on understanding the attention mechanism (Voita et al., 2019; Vig and Belinkov,
2019; Clark et al., 2019), but recent work has also examined their feed-forward layers (Geva et al.,
2022).

A general understanding has developed that the FFNs act as stores of memory (Dai et al., 2021). Geva
et al. (2021), for example, conceptualize the FFNs as “key-value memories”. Of particular relevance
to this project is the view that these stores of knowledge can be viewed as distinct experts—that
particular clusters of neurons hold information on particular topics or knowledge categories (Suau
et al., 2020). Evidencing this, Zhang et al. (2022) find that only small portions of a transformer’s
FFNs are activated on any given input and that these function as coherent units largely independent of
other parameters within the FNNs. This understanding has enabled a variety of interesting research
paths, like direct editing of factual knowledge through clever manipulation of the FFN parameters
(Cao et al., 2021; Meng et al., 2022).

2.5 MoEfication

This project makes particular use of an approach based on this understanding of FFNs called
MoEfication (Zhang et al., 2022). With MoEfication, the authors show that the FFNs of a pre-trained
model can be partitioned into distinct, sparsely activated experts with only modest reductions in
performance on downstream tasks. This enables researchers to take existing state-of-the-art models
that have already been trained and increase their computational efficiency by reducing the number of
FLOPS required at inference.

3 Approach

Our project is divided into two phases. First, we use MoEfication to convert the FFNs of a pretrained
model into a mixture-of-experts, which increases inference speed but results in modest loss in
performance on downstream tasks. Second, we utilize LoRA fine-tuning to recover model quality
with limited computational overhead.

MoEfication We follow the approach from Zhang et al. (2022) to MoEify a baseline model. Addi-
tionally, we utilize He et al. (2021)’s FastMoE PyTorch framework to increase MoE efficiency.

In a transformer model, the output from the attention layer is commonly followed by a DenseActDense
layer that processes the attention output as y = Woσ(Wix), where Wo ∈ Rd×h,Wi ∈ Rh×d, and σ
is an elementwise non-linear activation. In our formulation, we reorder and partition Wo into k parts:

W̃o =
[
W

(1)
o . . . W

(k)
o

]
and W̃i =

[
W

(1)
i . . . W

(k)
i

]⊤
so that y = Woσ(Wix) =

∑k
j=1 W

(j)
o σ(W

(j)
i (x)).

We refer to each pair of W (j)
i ,W

(j)
o as an expert. We use k-means clustering to create the k matrices,

each of the same dimension.

Next, the experts need to be sparsely activated to reduce inference complexity, so we create a routing
function g : Rd → Rk to select the top k experts. Our g is a 2-layer fully-connected network that
takes x as input, and tries to predict 1⊤σ(W j

i x) for each j. g is trained offline by collecting the values
of the outputs from the attention layer on a training set. Finally, our MoEfied model sums up the
top-k experts, which are selected from the output of g(x). Mathematically, the MoEfied output is ỹ =∑k

j=1 hard-top-n(g(x))W (j)
o σ(W

(j)
i (x)) where hard-top-n(x)j =

{
1 if |{xl : xl > xj}| ≤ n

0 otherwise

LoRA Finetuning Since the process of MoEfication is lossy, we attempt to recover the performance
loss with low-rank adaptors. Due to the sparsity of fine-tuning data, we adapt the idea of Low Rank
Adaption matrices (Hu et al., 2021), and make some additional change to preserve our sparse mixture
of experts structure in our model.

A naive application of LoRA to our model would introduce two set of matrices Ai ∈ Rd×r, Bi ∈
Rr×h, Ao ∈ Rh×r, Bo ∈ Rr×d, and modify the feedforward structure of the transformer as
ŷ = (Wo+AoBo)σ((Wi+AiBi)x) = Woσ(Wix)+AoBoσ(AiBix)+Woσ(AiBix)+AoBoσ(Wix)

3



Unfortunately, this is not compatible with sparse mixture of experts, as the effect of the lora matrices
would spill over the experts due to the crossover terms Woσ(AiBix) +AoBoσ(Wix).

Our main innovation is to instead introducing a single set of matrices A ∈ Rd×(h/k), B ∈ R(h/k)×d,
and modify the feedforward layer as

ỹ =

k∑
j=1

hard-top-n(g(x))W (j)
o σ(W

(j)
i (x)) +Aσ(Bx)

They key idea here is to introduce an always-active learned expert Aσ(Bx) that is specialized for a
particular task.

To establish a baseline, we forked the MoE-fication codebase for the MoE-fication script. We also
added an additional pipeline to support arbitrary T5 models, MoE-fication on the SST2, MNLI, and
RACE datasets, and various fine-tuning supports. The code is publicly available on github here:
https://github.com/chiyotsai/MoEfication-with-LoRA.

4 Experiments

4.1 Data

To measure the quality improvement, we finetune and measure the accuracy of our method on three
different classification tasks: Sentiment Classification on the Stanford Sentiment Tree Bank 2 (SST2)
dataset (Socher et al., 2013), Natural Language Inference on the Multi-Genre Natural Language
Inference (MNLI) dataset (Williams et al., 2018), and Multiple Choice Question Answering on the
ReAding Comprehension From Examination (RACE) (Lai et al., 2017) dataset. The number of
examples in each is presented in Table 1.

Training Set Validation Set Test Set
SST2 67.3k 872 1.82k
MNLI 393k 9.82k 9.83k
RACE 87.9k 4.89k 4.93k

Table 1: Number of examples in each dataset

The T5 models were pretrained on a dataset mixture that contains SST2 and MNLI but not RACE
(Colin et al., 2019). Consistent with this, we performed full fine-tuning on RACE to establish a
benchmark, while fine-tuning was not necessary for SST2 and MNLI.

T5 is a text-to-text model (meaning every task, whether it be autoregressive text generation, classifi-
cation, translation etc. is presented as feeding the model input text and generating output text), so the
datasets require preprocessing. See appendix A.1

4.2 Evaluation Method

4.2.1 Quality Evaluation

As the three tasks of interest are classification tasks, we use total accuracy as the principle metric
for evaluation. The output classes for each make this an easy measurement to obtain: SST2 has
output classes are 0 (negative) and 1 (positive); MNLI has output classes "entailment", "neutral", and
"contradiction"; and RACE has output classes are "A", "B", "C", "D". Although other metrics such
as F1-score and AUROC are also commonly used for evaluating classification performance, these are
not considered as the output classes are uniformly distributed.

To obtain a prediction from our language model, we first run the encoder on the input prompts and
cache the encoder output state. Next, we use the decoder and the encoder output state to get the
probability of each possible output classes. These probabilities are next normalized across the output
classes. Finally, we pick the class with the highest output probability as the prediction output.

These predictions are compared with the correct labels to compute the accuracy.
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4.2.2 Efficiency Evaluation

We benchmark the inference time of our models on a Nvidia RTX 3090. Wall time is used as
the measure of complexity since difficulty of parallelizing Mixture-of-Experts is still an actively
researched topic.

Algorithm 1 Pseudocode for benchmarking MoE model performance

Require: Model f , dataset D, number of iterations N
times = []
for i in range(N ) do

Sample and tokenize x from D
Call torch.cuda.synchronize()
start_time← time.time()
Call f(x)
Call torch.cuda.synchronize()
end_time← time.time()
times.append(end_time − start_time)

end for
return times[10:N].mean() ▷ Discard the first 10 samples to allow GPU to warm up.

4.3 Experimental Details

We use pre-trained T5 models from Huggingface as the baseline. All performance quality experiments
are performed using T5-base, which contains h = 3072 hidden neurons in each of its DenseActDense
layers.

For MoEfication, we use constrained k-means clustering to partition the 3072 hidden neurons into
k = 96 experts, with each expert containing 32 neurons. Then, we run inference on the datasets to
collect snapshots of the neurons in feedforward layers. These snapshots are used to train a 2-layer
feed-forward layer that acts as the routing function, which selects n = 20 of the experts.

As T5 has not been fine-tuned on the RACE dataset, we performed an additional full finetuning on
RACE to serve as the baseline of our experiment. This finetuning is done with constant learning rate
of 1e-4 over 3 epochs. The checkpoint with the best accuracy is chosen as the baseline model.

For LoRA-finetuning, we apply rank-32 LoRA matrices to the DenseActDense layers. Rank 32 is
chosen as it has the same rank as an expert in our config. We finetune the model on the all three
datasets for 3 epochs, with a learning rate of 1e-3. A constant scheduler is used as applying learning
rate decay did not appear to improve the performance in our experiment.

Furthermore, we pick the largest batch size we could fit in our GPU, with the input length chosen to
cover at least 99% of the training data. All tokens above the input length are truncated. The numbers
are shown in Table 2. On SST2, we clip the input size to 512 tokens, with a batch size of 64. On

SST2 MNLI RACE
Batch Size 64 8 4

Input Length 512 1024 1536

Table 2: Dataset parameters used to finetune T5-base.

MNLI, we clip the input size to 1024 tokens, with a batch size of 8. On RACE, we clip the input size
to SST2 and MNLI for epochs with a batch size of 64, and RACE for 2 epochs with a batch size of 4.

To benchmark the complexity of our MoE models, we keep the ratio of activated experts constant
(20%), and benchmark our model by following Algorithm 1.
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Model SST2 MNLI RACE
T5-Base 93.9% 85.6% 71.6%

+MoEfied GT 93.5% 85.0% 70.1%
+MLP Routing 92.3% 83.5% 67.5%

+LoRA 93.1% 85.3% 69.7%
+FFT 93.2% 84.5 % 67.9%

Table 3: Accuracy of T5-Base on SST dataset, with MoEfication and further fine-tuning.

Model T5-Small T5-Base T5-Large T5-3B
Baseline 100.0% 100.0% 100.0% 100.0%

+MoE MLP 134.8% 98.8% 85.8% 71.8%
+LoRA 135.1% 101.4% 88.9 % 71.1%

Table 4: Inference time of modified T5 on RTX 3090, normalized by the baseline inference time.

4.4 Results

4.4.1 Quality Results

Table 3 shows the comparison of our approach’s classification accuracy with that of the baseline
model. The row "T5-Base" shows the baseline model performance. The row "MoEfied GT" shows
a genie-assisted bound on the maximum accuracy achievable from a given class of MoE-model.
This bound is obtained by first running a full forward pass to record the feedforward layer’s output,
then selecting a subset of experts that well-approximates the full forward pass’s output measured
by L2 distance. The row "MLP Routing" shows the performance of using a routing function using
a multi-layer perception with a single hidden layer. The row "LoRA" shows the performance of
applying our expert-style LoRA to the MoEfied model with MLP routing function.

Finally, to provide a comparison between our expert-style LoRA with full finetuning, the row "FFT"
shows the performance of full finetuning on the MoEfied model with MLP routing function.

Our number shows that applying only a single LoRA that’s equivalent to an additional expert, we
could significantly improve the performance of MoEfied model, and recover most of the performance
lost in the routing function training process. Our classification accuracy is competitive with the
genie-assisted bound, and even surpasses it on the MNLI dataset. The comparison with fully finetuned
model also shows that increasing the number of tunable parameter in a MoEfied cannot recover the
performance lost to the Moefication process. Rather, we need to increase the information passes
through the MoEfied feedforward layers.

4.4.2 Complexity Results

Table 4 shows the complexity ratio of our MoE-fied model against the baseline model. Somewhat
surprisingly, our experiment shows that there is no efficiency gain from MoEfying T5-Base. In the
case of MoE with LoRA, we even incur some performance loss.

Motivated by this phenomenon, we decided to rerun the performance benchmark across different
sizes of T5 models, and plotted the results in figure 1a and 1b. The figures show that the overhead of
Mixture-of-Experts results in increased inference time for small models, but these overhead becomes
more negligible as model size increases. The relationship between inference time and model size can
be well-modeled by a function in the form axb, with Pearson’s correlation being greater than or equal
to 97% in all cases. Furthermore, the break-even point for MoEfication is coincidentally around the
size of T5-Base, the model we performed the experiment on.
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(a) Ratio of inference time of MoEfied models as a
function of model size. Note that both MoE models
and MoE + LoRA models are well approximated by
O(size−0.15).

(b) Inference time of MoEfied models as a function
of model size. Note that the baseline model scales
as O(size0.88), and MoE models and MoE + LoRA
models are both O(size0.725).

Figure 1: Inferece time of MoEfied models.

5 Analysis

5.1 Complexity Analysis

We performed further benchmarking based on the results in Table 4 and found that most of the
overhead is due to the need of scattering and gathering the feedforward layers’ inputs to the different
experts in the GPUs. The additional time spent on computing the routing function is relatively small
compared to the increased memory communications in GPUs. In the case of T5-small, we even
observed a 35% increase in complexity. With better, more memory-efficient MoE implementation,
we might improve the performance of MoEs. But as of now, MoE models remains competitive only
in large models regimes.

5.2 Qualitative Analysis

To perform subjective evaluation of our MoEfied model, we look at couple examples from the SST2
dataset where our MoEfied model has made a mistake, but the baseline model succeeds. There are 23
such examples, and 15 of them are positive sentiments misclassified as negative, and 8 of them are
negative sentiments misclassified as positive. We list a couple examples below:

sst2 sentence: the primitive force of this film seems to bubble up from the vast collective memory of
the combatants .
Label: positive
Prediction: negative

sst2 sentence: there is nothing outstanding about this film , but it is good enough and will likely be
appreciated most by sailors and folks who know their way around a submarine .
Label: positive
Pred: negative

sst2 sentence: sticky sweet sentimentality , clumsy plotting and a rosily myopic view of life in the
wwii-era mississippi delta undermine this adaptation .
Label: negative
Pred: positive

Notice that many of the examples where positive sentiment is misidentified as negative have some
degrees of ambiguity. In particular, the sentence "there is nothing outstanding about this film , but
it is good enough ..." can be subjectively judged as either positive or negative. We believe these
examples are instances where the model needs to learn nuanced understanding of the dataset curator’s
classification criteria from the training set.
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Figure 2: Distribution of expert activations. Figure from Zhang et al. (2022)

On the other hand, the negative examples showcases another type of failures. These examples consists
of more difficult vocabulary with more artistic, poetic prose. These instances represent difficulty
problems that require more reasoning capacity and thorough understanding from the model, which is
unfortunately reduced due to sparse expert activation.

We hypothesize these examples demonstrates a deficiency in our MoE-based system in tackling
problems in the long-tail. In Figure 2, we see that our MoEfied models tend to favor a couple
commonly used experts, with a pretty steep drop off after 20 or so experts. These uncommonly used
experts might represent deeper knowledge that’s not needed in simple tasks, but are required for more
complex tasks in our examples.

6 Conclusion

In this project, we develop a pipeline for converting a large pretrained model into a more resource-
efficient MoE model and efficiently recover most of the degradation in performance emanating from
the MoEfication process. We show that MoEfication can achieve 30% inference speed-up on GPU
for large models, while performance on several classification benchmarks is nearly unchanged. Addi-
tionally, we identify several scaling laws for MoEfication, showing that the benefits of MoEfication
increase with model size (but become negative for small models), and that the addition of LoRA has
negligible effects on this pattern.

Some limitations of our studies are that we have only demonstrated the accuracy on T5-base, which
is a 220M parameter encoder-decoder model. Our tests on inference speed of T5-3B, however, show
that efficiency increases with model size, so in future works, we would like to check if our approach
scales well to billion-parameter models, as well as to decoder-only architectures.

Furthermore, while our approach can recover the performance degradation from having a suboptimal
routing, we still observe a small gap between the baseline model and the best MoEfied model. Whether
this performance difference is fundamental to an MoE system, or it can be further ameliorated with a
better expert partitioning method is still an open question.
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A Appendix

A.1 Input Preprocessing and Targets

A.1.1 SST2

SST2 is already very close to a text-input text-output structure, so the only input preprocessing needed
is to prompt T5 with the desired output type by prepending “sst2 sentence”. T5 has already been
fine-tuned on SST2 using this format so did not require additional fine-tuning. Below is an example
of the preprocessing:

Original:
Example Sentence: “that loves its characters and communicates something rather beautiful about
human nature”
Example label: 1

Preprocessed:
Model Input: “sst2 sentence: that loves its characters and communicates something rather beautiful
about human nature”
Model Target: “positive“

A.1.2 MNLI

T5 was also pretrained on MNLI, so we follow T5’s preprocessing steps:

Original:
Example Premise: “Conceptually cream skimming has two basic dimensions - product and
geography.”
Example Hypothesis: “Product and geography are what make cream skimming work.”
Example Attribution: “Neutral“

Preprocessed:
Model Input: “mnli hypothesis: Conceptually cream skimming has two basic dimensions - product
and geography. premise: Conceptually cream skimming has two basic dimensions - product and
geography.”
Model Target: “neutral“

A.1.3 RACE

RACE was not included in T5’s training mixture, so we performed custom preprocessing and
fine-tuning:

Original:
Example Article: “There is not enough oil in the world now. As time goes by, it becomes less and
less, so what are we going to do when it runs ou...”
Example Question: “According to the passage, which of the following statements is TRUE?”
Example Options: ["There is more petroleum than we can use now.", "Trees are needed for some
other things besides making gas.", "We got electricity from ocean tides in the old days.", "Gas wasn’t
used to run cars in the Second World War."]
Example Answer: “B“

Preprocessed:
Model Input: “question: According to the passage, which of the following statements is TRUE?
options: A: There is more petroleum than we can use now. B: Trees are needed for some other things
besides making gas. C: We got electricity from ocean tides in the old days. D: Gas wasn’t used to run
cars in the Second World War. article: There is not enough oil in the world now. As time goes by, it
becomes less and less, so what are we going to do when it runs ou...”
Model Target: “B“
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We put the question and options before the article to avoid information loss due to truncation (which
affects <1% of examples) during tokenization.
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