
(S250/EE387 - LECTURE 16- RS codes as
Regenerating codes

GENDA . TODAY'S ANT FACT

Indian Jumping Ants can shrink and re-grow their brains.

⑧ Application of locality : distributed storage
When a queen dies, the female workers fight to
see who will be the new queen.

The winner undergoes
① What's themodel ? physical changes, including shinking her brain ! But

if she loses her role, she can undo these
② RS codes area badidea for distributed storage changes !

③ RS cocks are a great idea for distributed storage ! e
& COURSE RECAP

wat,dontweewe ave
?

No comment

cOp

⑳ APPLICATION (? ) of LOCALITY
/

So far
,
we've seen LCC's

,

which have the following property :
:

#HI I / I codeword a
/ & a few queries

i
This seems like it should come in handy in the following DISTRIBUTED STURAGE
setting:

# = (
, s ...)

Xm)E #gbcodewith
, ..., )E

I STORE on n different nocles

Ky...
leach node also holds someother stuff , say encodings of other
files in the system... but let'sjust focus on one file. (



Now suppose that a server fails , and I'd like to repair it to maintain the system.

#..... Fi
OPTION 1 : Download all the

↑
Thisguy

is down
.

- (say for long enoughthat
surviving blocks and we don't want to wait

correct the error. for it to come back up).

#
X

OPTION2 : LOCALLY CORRECT the error
,
and download just the blocks you need to do that.

-

#-
X

It lums out that communication is EXPENSIVE land is a bottleneck in distributed storage systems
so this is a win.



①What's the model here ?

LOCALITY seems useful. But are LCCs the right too) for the job ?

ANSWER: Not really.

(a) The right model is ERASURES , not ERRORS.
* Based on a study

(b) 98% of the time*
, only ONE server is down. ofthe Facebook

Warehouse cluster.

Instead what do we want ?

(1)Best track-off between RATE and DISTANCE possible - aka an MSode· We want to handle as many
failures as possible in the worst case.

Recall this
means

(2) Every symbol can be obtained from not-to-many other symbols. n - k+ 1 = b

· When there is only 1 failure , we'd like to repair it with
minimal communication.

② RS CODES are a BAD IDEA for DISTRIBUTED STORAGE.

17) MDS code
(2) Every symbol can be obtained by not-too many other symbols

(2) doesn't hold :

· Suppose FEFg[X] , deg(f) < k.
· I NEED h evaluation pts f(x) , ..., flan) to say ANYTHINDatall about f(xn+)

eg , suppor f(X) is a quadratic and goes through these &pointwhat is f(xz)? COULD BE ANYTHING.

a d



Givenany 2-1 symbols ofan RS codeward c , a k* symbol could be anything in Eg.
Proof by picture :

·ElNow this kxhmatrix E is full rank
,

so for ANY value of B
,

there is some (fo
-,
fit) that is consistent . So ID could be anything

What doesthis mean for RS codes ?

We need to gueryI symbols just to get one-but his
enough to recover the whole message

.

So that's reallywasteful.



So can we find some other code satisfying (1) and (2) ?

No ! Actually that argument works for any MDS code, notjust RS codes . So :

If (1) MDS Code
then (2) Every symbol can be obtained by not-toomany other symbols

Two WAYS around this :

WAY1 : Give upon MDS ·

-This is really interestingand the buzzword
WAY 2 : Rephrase (2) is "Locally Recoverable Code .

" We won't

&talk
abou to the

talk about this.

We will instead shoot for :

(1) MDS Code

(2) Every symbol can be obtained by not-too-many BITS from other symbols.

In pictures the model is this :

I ·&⑳ the scheme.

X



Such a code is called a REGENERATING CODE.

There's tonsof super coolwork on these that I won't talk about
But for today..

IMeed-Solomon Codes ARE good regenerating codes.

③ RS CODES are a GREAT IDEA for distributed storage !

For simplicity let's focus on k = n/2
,
n=g , q= 2

So a codeword of RSg(#g , g , 9/2) looks like :

Fatal1 1 1 1 1 1 1 1 1 l coraprimitive elt 8.

Say f(0) fails.
Works with any node,
but for concreteness say
it's f(O).

CLAIM (whichwewill show

Frecover t/It is possible to download ONE BIT from f(yi) for i= 1, ..., g-1, and

Notice this is g-1 BITS total
,
while thenaive schemewould download

k = 8/2 whole symbols, each are lg(y) bits - so that'sg

So the CLAIM is BETTER than the naive scheme!

CLAIM (which we will not show

# * for a linear scheme,

This is optimal
for an MDS code.



To
prove

the first CLAIM
,
we will need the following algebr facts :

IFat is a vector space over #.
Some can think of deFzt as a vector Left ifwe want.
(of course, this is for the additive structure only) .

&LPX
aka

, PlalEFzae Ftzt , and Pla+p) = P(al + P(p)I (b) All #2-linear fas P:+ have the form 4(x) = P(y ·X) for some ye fat

I-"Morally" we should think of P(x · B) as ( ,5) for 2
.Bes

I↑
In fact

,
there always

existsa basis so
(P(X) is usually called the "field truce"" that if I is a

writtenout wir/t this
basis

, then

if" of FACT (a) : P(a . b) = (2 ,5)
To see P(a+) = P(a) + P(B)

,

recall (a+ p)2 = x+ B2 in #zt.
= [iBi=1To see P(NCF2

,

notice P(X)2 : P(X)
,

which is only truefor O and 1.



~

Now that we have these facts
,
we can prove the CLAIM.

Recall g=2t

By RSquality , RSg (#g , g, )
+= RSg(g ,gi)

So for all f
, ge Fg[X] wi degree < k= 9/2,

0 = [f(x) - g(x)
GEFy

f(0) ·g(0)=fl
~

Tor any getc , let gy(X)=TX) = y + X +x + x7 + ... +y 1

-hendey(g==
↓ fetg[X] st

. dey(f) < 9/2 :

f(0) ·gy(0)=f g Plug in gy for g

f(0) . 3 = [i f(x)· Def of 93
<effg(503

P(f(0)-y) = P)f(a).) Take P() unboth sides
P(f(0) .y) = [P(f()·a) ( P() is #2-linear

Leglo

<to
,
5)=[f P(x . b) = <,), morally

(fTol ,5)=[P(ya) <fia) , i) P(yx)EF
, so

it's justa scalar



So for all geFz" , we have

(fTol ,5)=[P(ya) [fTa) , i)

↑#10
Biezt s. =Citat

That's it ! This feels a bitmagical , but actually it generalizes to some other parameter regimes
and also turns out to beoptimal !

see [Gurswami
,
W

.
16]

,
[Dan

,
Milenkovic' 17]

, [Tamo-Ye-Barg'17] for more.

The point :

· For distributed storage, a different notion of locality is appropriate.
This is good news since even though RS codes are NOT good LCCs,

they ARE good regenerating codes !#Miciskindofement
fast about polynomia

interpolation



& COURSE RECAP

This isthe last lecturee... WHAT HAVEWE LEARNED?

WHAT HAVE WE LEARNED ?

· Fundamental trade-offs between RATE and DISTANCE
· The "correct" trade-off forbinary codes is still open, but over large alphabets
it is attained by..

· REED-SOLOMON CODES and "LOW-DEGREE POLYS DON'T

· OMG the BEST code ! HAVE TOO MANY ROOTS .

"

· How to decode RS codes
,
and how to use this to get efficiently

decodable binary codes.
· Reed-Muller

,
BCH

,

concatenation
,
oh
my
!El· Brief detour into RANDOM ERRORS - and we can get the same trade-offs

with LIST-DECODING !

·

Capacity = 1- Hg(p) either
way
!

· We cando list-decoding (also list-recovery) EFFICIENTY ws the
GURUSWAMI-SUDAN Algorithm ! And we can modify this to achieve capacity
by FOLDING.

· STEP 1: INTERPOLATE. STEP 2 : ROOT-fIND
.
STEP 3 : PROfIT.

We talked about RM codes and locality!
· Plus

, local-list-decoding, and justnow regenerating codes !

Along the way ,
APPLICATIONS !

· Crypto, Compressed Sensing , Group testing , Heavy Hitters, Learning theory,

storage, (communication
,
OR codes

,
hat puzzles, ...)



THE MORALI) of the STORY :

(1) Low-degree polynomials don't have too many roots.Nand this fact is unreasonably useful !
·

(2) Error correcting codes show up all over the place.
maybe even in your own research !

QUESTION I PONDER
What can error correcting codes do foryou?


