(3 250( EE B7- LECTURE 3- et i

|é' PsymPoTICS !
hoghina Tookv's ANT FACT
@ Qv Bound
@D Efcioncy? There isa species oP ant named
@ Detour: McEliece ma‘)\v 8\2)%'\@/\/\ L(/Dﬁed(/ozfz /—/am'sonﬂvra/c !
% OEF ko QSWV\\:\\)‘)W\! Yes, it is named after Hamsn Pord.
Qé'f'a enlvop\é

(©) Recop.  Lask tiow, we sow LINEAR. CODES:

L
C:{“[Qgi eriﬁE: Ceﬂ_:;: [_H .Hzo
c
t@] o GENERATOR MATRIX XH is &
PARITY-CHECK MATRIX.

-Lemamt%\w works %ﬂa&t i E is & QJA.
« This is Super- Useful.

Tod@\l: A Qew WE«Q ‘d/\i(\%t one &an do WitiA linear Codes :

- GuLBeRT - \[ARSHAMOV  BoupD i < o v
L echnically is 5 & Use
|\esr  codes.

comoinatonal

(:PMS, a (;e/\jﬂinas you cant do with @(1«3 Cods, usehd oroWW\'se).



(1) The GILBERT VARSHAMOV BOUND

So far, we fhave. seen tia HAMMING BOUND | which is an
upperbound on e rate of a code. (oka, an \MPOSSIRILITY RESUCT)
We can woth (G for n=7 k=4, but whst sbout in cdemem(?

Nect, we'll sea e GILBERT-\[ARSHAMON BOUND , which is o« POSSBILITY
RESULT.

I
M (GILRERT- VARSHAMOV )

\:\Sr ax\Lé) f\)r(MQ PoV\ler %/ ond For an JU’L ) tere. exists a
linear code C_ of Qangpn w., apnabet-sizgq , disancad, and e

NOE: Y vewiove e,
R- = \ — ‘OS CE( \/Oll(d - n)) =\ words L\)t;{c‘aka\g powxs™ and
Ylinear* gnd the statement
V\-' is shll trnue.

Compare Wis o Hne. Hammingbound, whida said:
R, < \~ 908‘5(\/()'10‘&_;[&’ " W

Yo

\We will talk wiore doout the m\eﬁom\n(\) behwean Yiese fwo \a*reg
but &r now just nohice that Rev < RHAMqu S
Math IS ot Droken .

Welll prove the GV bound now — if's preify easy '.
However it's NOT KNOWN if we can do beffer in Mf
3\§ |
x QuesTioN Do thare exist b'ma,ré wdes that do betfer
[ W\&V] Jd/ULG\V mundp (R)r m"?nla.mkl‘mgfms?)




|
s colled WD.
Pof of He GV bund. BT M

IDEA : A random  linear code will dofhe trick with pmloaloiliﬁy >0.
S, in particular, Mere exists 4 linesr code thst works!

f D
Let C (e a vundom subspace. off ]Ez) of- dimension &£

Let 0 e a vundom caum\vr max for C .

UseruL FacT: For ang fixed k0, G% s unibomly vandom in ﬂ:n \50}.
| ) ) "

Tuformal pmo(zz Recause Ll Ha symmehry, how Could it beana other \Na‘?
formall poof: Tun exercise!

Now, dist{C)= mia wt(c) = min wt(@-x)
ce C\fo} Xe (F{\go 3

boc any  gqten 40, by i, USEFUL FACT

FLut(Ga) <o § - P Gn e Blog)§
number ol cloicas

< \’Ol%(d-il n) < ReG-xw/ Wk <d-
%W < number-of. choices foe
Q-x fval.
(Techntmll“ it M
n_ )

1

S
PLaxeR we@ar<d] < g« Voldn) . o

NS baw.o,un\'on bound

T\’Ius, we win &s Ion% astiis is < 4. Takinra \oc\xsoG botn sides, we win \F

k- + |031(\/oll@~(,n)) <O

S diose. & = n ~log, (Volq (d-1,m) -1, and wesre. done. B




@ EFFIciENCY (2)

If C s linesr, we fuve. an efﬁcfemf encodf/\g map X > G-«

The coMpu{—a{‘{omQ cost rs one W w~vechr W\\A“\Q\\l
* f C is liner with distance d, we eon DEECT <ok errors eﬁ?'cfem‘/g:
If O <wtle)sd-l and ceC, e H(cee)=He +0, so
just chack it HC#O.

- If C i linear with distance d, we can CORRECT <d-I ERASURES e ‘cfmﬂy:

W B )
N
|:| (2] e y'ﬂuge_%
= era&U%
ol A
U K “’{;’l‘i) WS are.
sall OK
G
k
/'\A/_)

AR H - Brcuure A diglricr in d, Jurejs
{j/%w.emsec& ” emﬂ% e C’c“: thed is consisfent
s j - with fhese e%u\ah'om) and fhance

C
G G is ful vk,

é So(ve.'hm's [\ neor S\.‘s-l—ev‘/\ G\,xscf gbf‘ X.

. /]c C IS linear {A)ILH’\ disfanco_ d , G we AS\DE: C&V\\Mish“ solve. [inear

CORRECT LO(T—( _{ ERRORS Eﬁ%fer’rfg ? Sg&Lcms eﬁ'c(wﬂg e
faite ﬁdtls?. Sure!
* [t worked br Hhe (7,4,3),- Hadamard code! N joor Gsodle. algortoms
« But V\&\&t apout in 82%119? (e%, (aussian Elimivafion) °A'3
nzack  additon, sublackon,
multiplicahin . division, so
thed shil works over s .




+ Coosidar e ol meci, P(DU-QM'-

I A — e " . .
Qiven Ce Pv’g , and @eFEé 3 Rad XEE:SL' A ( Gx, ¢ \ S ininized

aka, fad Me codenord closest 4o areceived word .

« This prodlam (caled MAXIMUM-LIELHOOD DECODING e LINEAR CODES )
i NP-hard 10 qeraed [&r\ekemp-Mcguw-van'ﬁ\borS\m]J exen i
the code isknown in advanw snd our Pove. an er‘oi\f\m% amount of
Preprocessing Nonw  CRBrude-Noar 1990, Lobstein 19907 . W's even NP-hard
fo approx nate (within a constant fucke)! [Amre-?aabei—&em—ﬁweﬂdﬂ 193] .

- Even COW\P\AW\B e mivimum distancs. of linear codes is NP hard/

“This all sounds bad, but  remember ok NP-hardness is & worst -case
Cond\hod.  Tyore exist linear codes Mot are  (pobably) herd to decode | but
that doesn't mesn that all of them ave.

- \Ne will spend wost of this class Jva\k\in% doout Pows \bcyi ef@dew\\\( ~decodeble
codes. Duk first ab's see one appication wWhoe e ardness isa aood ﬂ*mn&

NoTe Aciualla, its not r’eelly clear whot ‘NP hard" or “COVHPM'I'ZAﬁO"&p e(%'en()/ .
fears Tuve. (Residestne fact tnstwe  did not define tham).

W pachiculer, Tase viohors ke serse a8 e input Size Oyows.

What is 8couom%’? Well come ack Yo thisin o moment.




\besm 3 detour
@ MeructroN s McELiece CRYPIOSYSTEM

Suppose st Alice. and Beb want fo fulk SECURELY.
Now thore is no noise, just an EAVESDROPPER  Eve.

Hi Bob! My bank
@ Pgssvmrd is iﬁ % @
BOR

%

ALicE

EVE is
[istening but Is
ot e inkended

recipient

* In FUBLIC KEY CRYPTOGRAPHY, venore. - public key and a pevafe ey,
< To send amessa%{\v “Bob, Niw eﬂuxav\s it usin% Bav's public ey

" Bob decodes i with s pavate key.

- \We hope ot isis  secure as lon% 0> B private key dhays prvate.

Heee s Sutt A SCHEME, wusing bi(\sﬂé linear codles:

« Bb dnexs: (G éﬁg_mk is The Cdemm(w mokix for an (QW(DPM\&)

Q%C i ?ATH % dgm&@btqltb\(ﬂx\é “(\C@r C(Jdl c . é'ﬂ,u, HcE\iea SLGSltEW\ uses
{’YDIY\ £ - Sowething cedlod « \\GOPPQC&{L:
but we. will not qo inho defails
in tase nolea.,

kxk
o Bob dnooses: « A tundom invertibls Se ?V—a
« A Yandom ?anvm‘ra’(\'o«\ vakix Y € PF; "

. Bob's Pﬂ'VO\)(e kﬁY (SI Q, P>

A

- Bobs Pudo\ic,kaa‘- Q= 1 and €




Scheme conbinved..

To send. o W\QSSQcaa, :xe‘ﬂ:;-k o Bub :
« Alice choeses 6. random /yedw ee TF; with  wt(e) =t
. JA‘IYCSL sends Bob  Gx +e

To dewa{ﬁ Alice's message éx ‘e :
» Bdb compudes P ( é\x’reB = GSx+ Pe = QS + e, whsce
- Bob uses s eficient daceder o C o find Sk wte) = t
« Bob computes X= S+ Sx

\{\l‘(\\a mi%lrrtﬂ/\is he secure?

R A
duppog. bl seas G +e A,
She knows G end €, s0this pabla is e same as decod\‘nca e ode 6:26ka6§&%

fom t enofs.  WE HOPE THIS IS HARD.

Note: Decodin éx veis fhord for Bie” s NOT o e ds "Maximum Hrebhood dacot{if\goe
— d Hinear codis is Np-hard

‘et we have soma Promise that there. were <t enwrs.
“Second, NP- hardrtess is @ worst - case éssumP{\‘on: for cr\nﬂo we need an S/ (3R S,

’rhe. assm that "‘Dtcodiﬂc& GX*Q 5 héfd' (Q\Y an Q‘)medafe dnofu.qa 6) 1S called
M McEUECE ASSumMPTioN. Some iozop(g belleve it and some don't .

\end {d!d\)ur}



(%) OFF o ASYMPTORIA

Well el {o computafival issues Weter — but first we vaad o ulk
Qbout what we. wean \16 e \6r%c . P for now (at's refunito e
Combinaforiad C@Aash'om

\WHAT IS THE BEST TRADE-OFF  betean RATE o DISTANCE ?

Qo far we've seen two bounds:

Glbert

{ Varshemos e HQW\YV\"’"(-
-t (S0n))es otind W < 1=l (1, o)
R (2= %

So %r parhcular d, k,n | these fell us somefing ... but what do Wny
tell us (nW? And what dos "in cdwru%“ mean?

We amcdoin%ioﬂ\mk doout the Rv“owmg Iimih‘ng parameler regs:

n, YQ, d —> 0O so that %—)K and %—)g aﬁ(mc)o\(onﬁads.

Motivahons:
(0 T+ will alow s o betler undarstand whot's possilole. and what's viot
@) |n ey applications, V].%i\d sepehy \G(Ckl ad R,9 are MM/\? We Wit {:Dbaﬂli/lkm% dooit .
C2) Wwill &f us telt mean(nﬂ&llyﬁaomuslé Joowt Compmb\h‘onaQ Cmnp\.axfl\a.



|
Ver A TAMILY of CODES & u collec fion C = {eu‘ }(':, , wﬁm
R e(,' IS on (ni, &(; dt )‘g CO&.

T BAE of Cis  RIQY= R,

T Reumve DisTANGE . C s S(C) = fin Fa,

10

\
_NOTES-‘

» We Wil {fequently abuse. rofetion and rer b C avo"code, and well dop fhe
Supscrpk 1 and”just fhink doat ik, d —> o2

* The cﬂphabd‘ op C fm:%t dqwd ont.  (Batif itdoesn't will Sy e who&famflg

has alphabet size )

|
EXAMPLE.  [n T in-closs exercises, you will ineshgate HAMMING CODES.
etk G isa (2-1, 2-i~1,3), code.

Ce s defined bg its parily-check matnx,

MT\AS mavix. (o
. ey ponzero bing
i = HH‘ T \H‘ ’S(' \/Jajft\groscholuuv\rJg

T RATE of s foly s fim 222l oq O

1> o0 -1

Tve RECATIVE DISNCE s Jim 3/2\1 =0. A

S oo

Our Queston . What is e, best trade- off betwean R(C) ad §(C)7

(i fue asymphohic sdh'la)

Egsier queshon:  Can we Obfuin codes witn. R(C) =0 ad §(C) 207
\
_DEF. Suchsade (witn R(C)>0, §€)>0)
‘ is called ISYMPIOTICALLY GOOD




Gylbert

Varshetmos < H@)Mm[’l,,% ]
@ %—ARY ENTROPY L= &ty (s0)) < O\é“é’@l‘zm < L=l (Ve o)

Now st we lave an esnémp%ohc Pa(emfd‘ regore, how' should we parse fre
QV and Hsmmmg Doundls ?

n parhm\er, what is ilog%K\Ioli Q E= ,V\» i demsol § i€ §udi ?
T T ES ;
OK, o thisis Z-i:o KJ)(K_ |> |

bout that s ot veay falpful

Def.  TThe o e“\“’l’j Runchon. H(’ 071011 i defined] \0\{

H%(X)-‘- %903%(%") - Xlog(g(v\) - M~x)\om(1—><).

—W\(s %mﬂcz{s e BINARY ENTROPY  FUNCTION Ha(X) =H(9), We\\'ch you rYIé\I B\ave Lon.
The reason we cure (for this class) ;s ot H.L(x) Caphures VOIR( xn ) m‘azla:

Peor.  Let q22 beaninlege; and ot OQP§4*'/E. Thene

-
@) Vo (n,pn) = o'

(i) \/0]7‘(“’ pn) = i

n- Hy(p) = oln)

See Essenmar Copiwe THeory | CthlerS {;rép(\)oP.
ﬁ’mo? ided:  mMess arounl with te binomial coefficients and s Sh'rlma's gm\x\a]

ASIDE: You may hove see Hy(p) described in fems of e #loits
it folkes to describe somathing. Thatis, T can desoribe o
andom shing of fangth v wheve each it is 1 v/
Pobobiliby p prethy reliobly sing Ho(p) loits.

There is o similar inkrPf!‘luh‘w\ Ror 4. %Wa'
Suppose- You chose xe H‘{" st eath x; = {o pob £-p
Then tee numloer of bits o nad fo ardon inf’ pab p
deseribe x is mwﬁ\«\!\, Hq\(p.




1
HI(X) looks%lil@ his:

Somethi /3_

Ho(x)

SO(\NL 'LLSz.(:L Pf\:\:e:rh‘cs [‘{ou o:mm-h/use, ‘ra\{ \“L‘/g To\Y(or expansions 1 :
s reanatt 4

| CL\S really \3\6 fan H (F) P QOS\(((\—|) + logl(sw) + IQSK(S}“&) &\P
—_— N~

b&Sfcc\U}a 1 Nslhd sl

(50 crtvally i glt ook e l_/_ fsmaced)

- |( %(s reasoncble and '{) is reel|3 small,  won H;B(?) ]) |03%[% P\O'ﬁ F> + (1= P)loﬂi = P)
_—

_,—V-\_) — N
= O This femis ” f/M@
e \orest =0

& Plogt(VP)

(SO, viear (O al Hrose caves [ook ke X 2n(Vx) )
M(qﬁ)

Now, we can take limts inte GV and Hammmg bounds fo cbfaid:

g

_J_hm ( Hewming Bounp) for any Pami\é _T\nlvl (Qv %OUND) Let =2 Ereng OSSSHP
Cof g-awy codss, anct Rr any  0<e< - I (5), fore
R(C) <1 ‘(41(8(@/).) Cxids 2 q-eny &vmda of cods C wy
SC)=$§ é,nd

CPmF (ol by kg liiks
|Hh\(mmmd:6nd R(Q) > 1-” (S) -8

—

oo TUN BIERCISE (ghentionotespuphiicvenion)



ANOW ]‘}’.5 easier fo Compare Hese o |DOW\JS.

R(ok)

This is e
Dicture rq=a:

est bin
/\\&Qﬂas \ivve?éésomwvm

NOH&: '\1’\\5 nswels our

earlier iuesh‘oa. T‘,«am doeyist

QSBW\;&\*\ Cc\“\l 300& Cockcs !

Now, can we- §ind some

eXPI icit ones with e(fium(t qlqs 7

J}\ammm bound
v Nor b\'«»% codey

7 . —> § (Kdehved(shmm.)
( v, L
QV bound
for b\'/\é»fécochs
Conve QUESNONS,
QuesTon  Prethore Savilies o codos et beat e G powrd?

A T TS

Mswee— 2: 227
for b\'nemd COJ.%, we don't know.
OPEN PROBLEM !

Answoge - Yes. L(\E‘H )

™ A\cybmic Gcovmh] Codos "
beat fe GV bound.

Can we ﬁfld exgl'c/} conshuchons ()F

fumilies of codes et mest e GV bound?

Answer {_ Roe large dlphabels, Yo Mswer.2. 777
(Well sea s00n for binary codes, vecent work

ok [Ta -Jma 30\'}71 Qves. sonchi
closein @ veny particulr paramgter

QUEST?0N

mgiwm...bu& m%w&, OPEN PROBUEN ¢




QUE'ST\ONS ® FONBEK

(D Can ou hink of s’sm)%e%ies o iMpmve MHemmmé bourd ?
Gz,\mi\‘dO‘P
@ ls it '\Dossi\ob.J(D WNhawve Q\gcodg_g wihh §> |- l/c(s
ond R>07



