
ALGORITHMS

CS250/EE387-LECTURES -

FREED-SOLOMON CODES!

AGENDA
TODAY'SANT FACT

Mostants can survive for 24 hours

⑳ Recall RS codes underwater
,

and some can survive for
up to

d Berlekamp-Welch
two weeks ! Ants breath through spiracles,

holes on thesides oftheir abdomens
,

which

BONUS :
~

they close underwater.

e Berlekamp-Massey [sketch] -

&

⑳ Recall thedefinitionof RS codes: *

-

T
·legh
RS(n

, k)
.

Last time
,
we saw that they meet the singleton bound .

HISTORIC ASIDE
. RScodes were invented by Reed

+ Solomon in 1960
.

At the time
, they didn't haveany fast decoding algs , so they were sort of neat

but not that useful . But in the late 1960's
,
Peterson

, Berlekamp-Massey developed

an 0 (12) - time aly,

which can bemade to run in time O(nlog(n)) with FFT tricks.

Then RS codes started to be usedall over the place
! CDs

,

satellites
,
CRcodes
,

..

In 1986
,
Welch+ Berlekamp came

up w/ another decodingaly-it's a bitslower but it is

really pretty ,
so we'll start withthat.



d WELCH-BERLEKAMP ALGORITAM

Froma
or else return1 if no such polynomial exists.

IDEA : Considerthe polynomial E(X)
= # (X-(i)
.

i :
wif(xi)

This is called the "error locator polynomial.
"

(Noticethat wedon't knowwhat it is...)

Then Fi
,

W
:. E(xi) = f(xi) ·Eli
I

Call this Q(xi)

ALGORITHM (BERLEKAMP-WELCH)

d Find :

· a monic degree e polynomial E(X)
· a deg

e+ k -1

polynomial O(X)
sothat : Wi

· Eki) = Q(xi) Fi (x)IfIf it doesn't exist, RETURN1.

e Let f(x) = G(x)/E(X)
If A(f, w) > e :

RETURN

RETURN E



-

TWO

QUESTIONSAnd suchpoly
2. Once we do

, why is it correct to return Q/E ? What ifwedidn't findthe

"correct" & and E ?

Let's answer QUESTION2 first.

-M.thereis
a

deyn kpst Aw, then there is

-Ex]
-

X
CAM.

I
Bo satisfy the requiremen

a
-

This is where

Conside
=

G(X)Em)
deg(k)

= ze+ k-1
,
and Vic El

,...,
n3
, we neede[*]

R(xi) = [Wi · En(i)] · Ez(i) - [Wi : Ezki)] ·E
, (xi) = 0 J

HenceRaastSi



Toge the r,

these CLAIMS answer QUESTION2.

Moving on to QUESTION 1
.

How do we find E
.
Q POLSNOMAL INTERPOLATION!

More precisely,
wewant :

Wi
. E(xi) = Q(xi) for i= ...

m
, deg(E)

= e
,
Emonic

-
dey(Q) = e + k -1

.

-

n linear constraints. e + (e +k) = 2e+ k variables
,

whicharethecoefficients on thesetwo

We already know (from CLAIM 1) polynomials.I Ithat a solution exists(assuming falues).
So solve this systemof egs. to find it !

Zeivars

[Notice that Ze+ f > (n-1 + 1) + k = n
,

so thesystem
looks

likeL
But we don't actuallycare ifthe

system
is over or under-determined

,

now that we know that a solution exists and that

any
solution will do

. ]

WNINGTIME of BERLEKAMP-WELCH :

Stepd takes time O(M) for polynomial division

Imakes time@ms) for Grussian Elimination
=> O(n3) total

.

S



NOTE : The videos only cover up to this point. Wemay

talk aboutthe stuff below in class.

PROBLEM (DECODING RSg(X ,
n

,
h) from e-LEE) ERRORS

#N·

deg(f) < k

e BERLEKAMP-MASSEY (sketch) GivenWWWugfindapolynomialEx
so t.

or else return1 if no such polynomial exists.

Againwe solve this
Pla

The Berkkamp-Massey algorithm is more effcient ·

than the Berlekamp-Welchsly
,

especially
when the #errors is small

.

Also
,
it turnsout to be really nice to implement in

hardware, although we won't

go
into that

While the BM algorithm can bemade to work on

any
RScode

,

we'll

focuson thecase where n=

g-1
and the evaluationpts are

8,85, ..., 857 for a primitive
element

JEFg

Recall that in this case
,

the parity-check matrix for the RS code is :

28 82 gs
..

d-zH = 12224

: i 3
1 yd

-

1y2(
-1

(n(d
- 1)

-

N

where d = n-k +1 is the distance of the code .

Our goal is to decode from e(t) errors .

Suppose we receive the rector V =
c +peFg" ,

where

ceRS (g*, n . k) and wtp)
=
e =

(& )
Let E = supp(p) = El

, ...,
n] be the locations of the errors.



The Berlekamp-Massey algorithm is a SYNDROME DECODING

algorithm . That is
,

we begin by computing
the syndrome

Hu = Hc + Hp = Hp -

Now
,

because of the structure of H
,
we observe that

Hp=- P
!

where p(X) = CipiX"

PiX"
Pr

Now let's define a polynomial
S(Z) :=Fp(ye ·El

Notice that we can
compute SCE) given

the
syndrome . We have :

S(Z) = Zep(ye) ze = Wewill alsowrite S(z) = GE Sez ?,

so

Se
:=

p(ye) is the
=Z Zize

Pi gli zl em syndrome symbol.

= Litepi (fiz)e
↳ using

the fact that

=Fitepiz)



This form of SCE) is a bit mucky
...

let's clear the denominators !

Let o(z) = TieE (1-yiz) .

Notice that o(z) is
an
error-locator polynomial, in the sensethat

Partofourgoal is to recover

ifE Eoly
- "

1 = 0
.

o(E)
,

whichwill tell us the

locationsofthe errors.

Now
,
consider

5(z) . S(z) = Tite(1-yiz) · Sitepi

= Pi(yiz-(z)")Tigh-y
:

z)

&

Foreshadowing: we

will call this degre
poly w(Z) .

Itwill
- someceree) + z (someonemia)

come in handy soon.

Write S(Z)oE) =[a : Z"for somecoeficients ai

We don't know what those coefficients are
,
but weknow that

they
look

like this :

&
o
Q192--- de Get detz

- -
-

day Ad Ad+
-

-

-um

these are for thedegree THESE ARE ALL
theseare for

polynomial ZERO !! Z (someorarmial)

In particular, the coeffients on Zet
, ...,

Z

**

in SIZ)w(Z)

are all zero!

This gives us a linear
system

that we can set
up

to solve for Chopefully) 0:



Let e+ 1 = r = d-1
.

So

0 = [ eficient) =Go Sai

where w(z) = CEoOZ"
,
and SIz)= Siz

Since this is true forall such r
, we can set up

a system of eyns
that

the coefficients of o(Z) must satisfy
:

Sett Se Se- 0 - - S1 So O

Set2 Set Se Se-
O

, O

Oz
d -2 - 1 Setz Setz

Set SeSe =
:

SD
Se O

·

SetsSete

~

e+ 1

The row of this matrix that starts with So is the constraint

corresponding
to the coefficient on Zi.



So the next step of this algorithm is
to solve this

system of equations
to

recover,
..., se ,

and a

corresponding polynomial (2).

We know thata solution exists since G itself is a solution. But why should
= o?

Actually ,

it

may
no... butwe will still beable to use it

,
as wewill see below

.

Let's take a brief detour to define another useful polynomial .
Let

w(z) = Lite pir"Z Ekiz (1-yiz)

Notice that w(z) =

(thatpolynomial
of

dege

That is
,
w(z) = oz)S(z) mod %

.
Further

,

fr
anyle
E

,

w(j-=:Elig(1-y5e)
un

this will vanishunless 1= i

=

Pl CassumingleE)

So oz) tells us WHERE theerrors occur
,

and w(E) tells us what the valuesof those

errors are

Moreover
,

this also tells us that(Z) and w(Z) are relatively prime
- that is
,

they have no common factors . Indeed
,
since O(z) =Tize (1-yiz) is a

product of degree
- 1
factors,

ifw(z) and wIZ) had

any
factorsin

common the w() = 0 for some itE. But wejust saw that

w(y
- i

) =

pi
+0 for

any
icE

.



Now
,
back to our solution (E) to those linear equations.

ht (z) = o(z) .S(Z) modZ4
.

That is
, multiplyout olElS(z)

and throw

away
all termsof

We have degree =D.

S(z) o(E)8(z) = (SIz)o(z)) · olE)

= w(z) : (Z) mod Za
and similarly ,

S(z) ozlolE) = (S(z) :El) · olE)

= (Z) · o(z) modZ!

Moreover
, deg(w) , deglu) , deg(o) , deglo) <e,

and so

deg (w(El . o(z))
, deg(w(z) · (El) = Le < k

4

Using ourasso
Thus

,
not

only are (E) olE) and wIEllE) thate)
equal mod 29

,
but
they

are actually equal !
We conclude that

=

We have solved for in ,

8
,

and we know that gcd(w , o) =1
,
so we can

find wands from and o by computing gab(i)
and

dividing
it

out .



So
,

our algorithm is the following:

ALGORITHM Slow-Berlkamp-Massey (v)
:

· Compute the syndrome S
= Hov = (i)

· Solve the
system

of linear equations

Ser Se Se- ... S 0

Sera Set Se Se-

setsSensJ· Set
3

...

Sd-1 5 O

to find (2)

· Let S(z) =& Sezl

and compute (El = S(z) ·(E) mod Id

· Find g(z)
= gcb((z), (Ell

· Let o(z) = (z)/g(z) ,

wIEl = wEl/g(z)
· Factor w(z) to find roof Ey-i : iE3 (definingE)

·

Define pi
= wlyi) for icElandp := 0 ifikE)

· let
p

= (ppp2 , ..., Pn) and
return c = V +

p
.



You' l lnoticethat this aly
is called "Sw-Berlekamp-Massey .

"

As written
,

we need 10 :

thisismuchsmaller
n

is
- Solvead linear

system
- Do some polynomial multiplication/division of degree OCK) polynomials
- find the god of some polynomials

of degree O(d)
-

factor a polynomial ofdegree OCdI .
The

logans is bi gan and
we need to deal with

If dis small , this is actually pretty fast, poly(dlogn)
elements of F

g

In particular, except for computing
the syndrome Hv ,

this can be sublinear

in m !

It turns outthat we can do much batter
,

because the linear
system

is

so structured . Given the syndrome
Hr

,
we can findv in time

O (dlog(a) ·

loglog(d) + clog(n)) operations in #g .

See [Dodis
, Ostrovsky , Reyzin, Smith 2006] for more details.

&
They also discuss a "dualview"

ofthe alg -

which is a more

traditional
way

to present it.

QUESTIONS TO PONDER

D Find a more eficient
way

to implement the Berlekamp-Massey alg

e Can
you

think of
any

other
algs for

RS codes?

f How would
you adapt

RS codes/these algorithms to come
up
with BINARYcodes?


