
APPLICATIONS ofCS250/EE387-LECTURES-CONCATENATED
RS CODES

TODAY'S ANT FACT

AGENDA 50 million years ago, giantants (titanomyrna
① Syndrome decoding , sparserecovery , group testing roamed the earth. These ants could have

② Application : group testing
been up to G inches long !

G G
Fig .

1 : Modern-day ant Fig.2:Prehisticis(Not to scale)

D The SYNDROME DECODING problem that we've seen a few times now is :

-Eliminal
is te sympo-T

lover #g)

PROBLEM : Given He
,

recover e.

GOAL : Make n-k as small as possible.

This set-up might look familiar.
ONE SYNTACTICALLY SIMILAR PROBLEM : SPARSE RECOVERY/COMPRESSED SENSING

stnMoanows
PROBLEM : Given #X

,
recoverX.

GOAL : Make m as small as possible.



Whymight we care about this ?

1
. Image processing and signal processing.

↳
Image (not sparse Appropriate

change-of-basis
· Most natural images/signals are sparse(ish) in some basis (or wir some dictionary).
So if we can acquire that image/signal by just measuring linear combinations of it

and storing those,
we can save time and space.

2. Streaming algorithms :

consider a data stream :

X1 ,
X2

,
X, ....,

Xt, ....
E some universeI of size n

You are interested in the frequency counts fi = #times it U showed up.

But
you don't want to store the vector feR" , especially if only a few items show up often.

Instead
, keep a SKETCH #

When a new item arrives
, you can update the sketch by adding the appropriate columnof.

So this is exactlythe same as syndrome decoding , except over Rinsteadof I.



ANOTHER SYNTACTICALLY SIMILAR PROBLEM : GROUP TESTING

·
PROBLEM : Given EX ,

recover X.

GOAL : make m as small as possible.

Why might we careabout this ?

Suppose there aren pots of coffee :
* * * * ...

· Unfortunately ,
sn of them are poisoned,

but we don't know which

· Fortunately ,
there are many lab rats available.* If a lab rat has even a drop of

poisoned coffee today ,
then tomorrow they will besick .

**

* That is
,

"borrowed" from

the biology department...

· You want to decide BY TOMORROW which pots of coffee are poisoned (so that you cancrink the rest)
,

while using as few lab rats as possible (so that the biologydept. doesn't notice
...)

· The idea is to POOL the samples of coffee :

n pots : ****. *
fricS

m rats :-

If a labrat drinks from ANI) poisoned coffe pot, they become sick
.

**

* * Not THAT sick
,

No animals were harmed

inthemaking ohea



Thus
,
if we makea"poolingmatrix"

as below
,

we have Cover B)

Disposed) 1)retjdmefomp)= 1) ratj drank anypoison
= 19 rat j will be sick tomorrows

So that's the picture we had before

The PROBLEM is to recover X
,
the indicator vectorof poisoned pots,

and the GOAL is to minimize the number of lab rats"borrowed" fromthebiologists.

MORESERIOUSLY
,
this problem is usually motivated as follows :

- DuringWWII , theproblem was introduced for testing US soldiers for syphilis.

soldiers> coffeputs
bloodsample > coffee sample

syphilis tests> lab rats

- Nowadays, for high-throughput screening
.

civilians> coffeepots
DNA samples=> coffeesample

genetic tests
- lab rats

Tests are expensive ,
and not many soldiers/civilians aresick

, so we'd like to use as few

tests as possible.



So both GROUP TESTING and COMPRESSED SENSING are syntactically very similarI

SYNDROME DECODING
,
it's just that they happen over B

,
RorD

,
and

g,

respectively.

The different algebraic and geometric structures make these problems very different. However, ideas

from one are often useful in others.

Today ,
we'll see how RS codes can be used to make good GROUP TESTING matrices.

, I NOTE THE CHANGE to N
. This will avoid notational collisions later.

mxN

pinmany
of

t
Picture :

·
W ↑

-A j

This is a good thingb/ if A. We the true set of positives Caka
, poisoned coffeepots),

Then

·

F
which gives a "witness" for

j's status as not - poisoned .



↑pooingdesignitaa
to identify thed positives.

Pf. The algorithm is :

for each je [N] :

if all the tests thatj participates in are positive :

labelj as positiveI ele j is not positive.IfWhy does this work ? Suppose that A is the true positive set and j$1 .
Then the defof d-disjunctness says that some test it [m] which j participates
in will come up negative , so the alg will label ; "NOT POSITIVE .

"

OTOH
,
if jeA ,

then by def. every test it participates in will be positive,
so the aly will label j "POSITIVE .

"

So the goal is to come up with d-disjunct matrices JE Bm
**

so that mis as

small as possible.

BEST CONSTRUCTIONS KNOWN : m = 0 )dlog(N)) [Kautz-Singleton'647- we'll see this locky
(based on RS codes

m = 0 ) dlog(N) A random matrix does this - or checkout

[Porat-Rothschild'08] for an explicit construction.

(also based on coding theory).



BEST LOWER BOUNDS : m =- (dlogd (N)) [Dyachkov -Rykor'86]

ALGORITAMS : If m= O(dlog(N)) , there's an EXPLICIT construction w/ SUBLINEARTIME

algorithm . [Wgo-Porat-Rudra'11? )] (Also based on coding theory).
We'll see some fasteralys latter in the course.

Today : A construction with m = 0 (blog(N)) .

We'd like all these columns to be kind ofIDEN:#I for apart ...
let's use codewords :

Aj

Let C = RSg(n , k)
,
let N = gk ,

m =

g
. n. Consider the matrix formed by :

/
Mockword ceRS

q
(n , k)

Now replace each symbol #g w/ a vector of lengthy .

*=() , <(i) , ..., dy (8) where Fy = Exx- 43

Tu aka
,
we've CONCATENATED

RSg(n , k) with the cucle

dify ei#2



#dist)e)> n . (E) ,
then the matrix I obtained this way isd- disjunct.

Proof (by picture(

Because of how the construction works
,

we need to show :

Y AEC
,
IAd

,
Y ce CLA

,
Jean st e Gwiiwes] .

Indeed
,
if that were true

,
thentheith layer would look like

&

·
corcomsponding to ta

NIMSo consider any

The first columnof A agrees w/ c in at most n-dist(e) places: these ones in the picture

The second column of 1 agrees my e land not w/ the first cull in < -dist(e) places y Mee

· ete .

Altogether, Merearent most 111 (n-distic) positions of c that are agenawithby SOME column of A.

By our guaranteeoudist(e), (1)(n-distle) < d(n-u()) = n.

So there's at least one position that's not agreed with!



Let's instantiate this with RSg(#g , gik) ,
so n =

g ,
dist)e) =

g
-k + 1

Setting dist(e) = n(t) + 1 = g(t) + 1
, weget

k
= (8/d)

Then our matrix is :

...#
-

N = gk = g(8)

Thus we choose
q

=m
,

which implies logg (N) = Jaka ,
m = dlogg(N).

Then m =

d which implies m =0
as claimed.

③ QUICK NOTE ABOUT COMPRESSED SENSING

A very similar construction can be used to get deterministic compressed sensing matrices.

↓
appropriately normalized

For those who know the lingo,
this EXACT SAME construction is an S-RIP matrix

& ER*N with m = 0 (slog2(N)) .

And
you can do slightly better if you replace #p w/ the pth roots of unity.

[See Cheraghchi's "Coding-Theoretic Methods for SparseRecovery" for lots more ! ]



QUESTIONS TO PONDER

D Can you come up with a recovery scheme for this group testing matrix
that runs in time poly)dlog(N) [inparticular, sublinear in u ? ]

for
compressedsensing

② Can you make a group testing scheme using the semantic similarity to
syndrome decoding? (Rather than the scheme we saw

,

which used a

different connection to coding theory


