
Class 19
Extractors and Expanders



Warm-up

• Say that 𝑋 is a k-source on 0,1 !.  Let 𝑁 = 2!.  
• Let 𝜎 ∈ ℝ"correspond to the pmf for 𝑋.

1. Why is 𝜎 # ≤ 2$%?
2. Argue that 𝜎 & ≤ 2$%/&.  
• Hint: 𝑥 !

! ≤ 𝑥 " 𝑥 #



Announcements

• Welcome to week 10!!!
• HW8 due Friday.
• Practice exam is out now. (With solutions).
• We hope it’s about the same difficulty as the real final, although TBH I think 

it’s not as “good” an exam as the real final... (good exams are hard to write).
• Today:
• Pseudorandomness!  Not on the exam.

• Thursday:
• Research talks!  Also not on the exam.

• EXAM: Thursday 12/15, 12:15-3:15pm, Room 420-040.



Pseudorandomness

• Deterministic (or not-so-random) objects that behave like random 
ones.
• Useful for derandomization.



Extractors

Extractor
𝑛-bit “weak” source of randomness

𝑑-bit “seed” of uniform randomness

𝑚-bit output that is “close” to 
uniformly random.



Expanders

• Let 𝐺 = (𝑉, 𝐸) be an unweighted, undirected, regular graph with 
degree 𝐷 and with 𝑁 vertices.
• Let 𝐴 be the normalized adjacency matrix of 𝐺.
• Say that the eigenvalues of 𝐴 are 𝜆( ≥ 𝜆& ≥ ⋯ ≥ 𝜆"

• The expansion of 𝐴 is 𝜆 𝐺 = max 𝜆&, |𝜆!|

Theorem:

• Let {𝑋!} be a random walk on 𝐺 = (𝑉, 𝐸).
• The stationary distribution of {𝑋!} is 𝜋 = uniform on 𝑉.
• If 𝜆 𝐺 < 0.99, then 𝜏"#$ = 𝑂(log 𝑛)



Questions?
Minilectures, Warm-up?

Warm-up:

• Say that 𝑋 is a k-source on 0,1 !.  Let 𝑁 = 2!.  

• Let 𝜎 ∈ ℝ"correspond to the pmf for 𝑋.

1. Why is 𝜎 # ≤ 2$%?

2. Argue that 𝜎 & ≤ 2$%/&.  
• Hint: 𝑥 !

! ≤ 𝑥 " 𝑥 #



Warm-Up

• Say that X is a k-source on 0,1 !

• Let 𝑁 = 2!, and let 𝜎 be the “vectorized” version of the distribution of 𝑋

Ffl input , r ) outputs {
'the correct answer w/ prob . I - j

T f f FAIL w/ prob . J
input random(
tf! sdekominisiicfn of input and r

WARM-UP Say that X is a f - source on {0,13
"

.

Let N :{0,13
"

.

Let OEIRN be the
"

vector version
" of the dist . of X :

Oi =P[X -

- i ]
,

tie { 0, . . . , N -B

( or, the binary expansionofi .
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Today

• We will consider a way to make an extractor out of an expander 
graph.



Today

• We will consider a way to make an extractor out of an expander 
graph.

• Recall: An extractor looks like this:

Extractor
𝑛-bit “weak” source of randomness

𝑑-bit “seed” of uniform randomness

𝑚-bit output that is “close” to 
uniformly random.



Today

• We will consider a way to make an extractor out of an expander 
graph.

• Recall: An expander graph looks like this:

Degree D 
graph with N 

vertices

Normalized 
adjacency 

matrix
𝐴 ∈ ℝ2×2

• The eigenvalues of A are
1 = 𝜆# ≥ 𝜆! ≥ ⋯ ≥ 𝜆2

• The expansion is 
𝜆 𝐺 = max 𝜆!, 𝜆4

• For an expander, 𝜆 𝐺 is 
decently less than 1.

This is (
)

times the standard 
adjacency matrix.



Our extractor
• Associate each vertex of 𝐺 with a string in 0,1 !

G =Degree D 
graph with 
N vertices

𝑁 = 2!, and choose 𝑘 ≤ 𝑛 and 𝜖 > 0
Let 𝑑 = ℓ ⋅ log(𝐷), where ℓ = !$%

&
+ log (

*



Our extractor
• Associate each vertex of 𝐺 with a string in 0,1 !

• Take a random walk on 𝐺, starting from 𝑥 ∼ 𝑋, and following a 
random walk given by the seed 𝑠 ∼ 𝑈? .
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Our extractor
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• Take a random walk on 𝐺, starting from 𝑥 ∼ 𝑋, and following a 
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Our extractor
• Associate each vertex of 𝐺 with a string in 0,1 !

• Take a random walk on 𝐺, starting from 𝑥 ∼ 𝑋, and following a 
random walk given by the seed 𝑠 ∼ 𝑈? .
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• The source 𝑥 ∼ 𝑋 tells 
us a vertex to start at.

• For each step 1,2, … , ℓ, 
that chunk of the seed 
tells us what our next 
step should be.

• Output the label on 
the vertex where we 
are after ℓ steps.

G =Degree D 
graph with 
N vertices

𝑁 = 2!, and choose 𝑘 ≤ 𝑛 and 𝜖 > 0
Let 𝑑 = ℓ ⋅ log(𝐷), where ℓ = !$%

&
+ log (

*



Claim

• If we choose ℓ = !$%
&
+ log (

@
, then this is a (𝑘, 𝜖)-extractor.

• Seed length: 𝑑 = ℓ ⋅ log 𝐷 = 𝑂 ℓ
• Output length: 𝑛

This is not as good as our 
existential result, since the seed 
length is really long unless 𝑘 is 

quite large, but it’s still non-trivial!
This is pretty good when 

𝑘 = 𝑛 − log 𝑛, for example.



[Backup slide] Comparison to optimal

• ℓ = !$%
&
+ log (

@

• Seed length 𝑑 = ℓ ⋅ log 𝐷 = 𝑂 !$%
&
+ log (

@
• Output length: 𝑛

–vs—

• Seed length 𝑑 = 𝑘 + 𝑑 − 2 log (
@
− 𝑂 1

• Output length: log 𝑛 − 𝑘 + 2 log 1/𝜖 + 𝑂(1)

The seed length is much 
longer than we’d like unless k 
is big.  However, the output
length in that case is pretty
good: ideally it wouldn’t be
much smaller than k + d (the 
total amount of randomness 
going in), so it’s the right
order of magnitude.



Group Work: prove the claim!

1. Let 𝜎 ∈ ℝ! represent the probability mass function of our input X.  
Explain why 𝐸𝑥𝑡 𝑋, 𝑈? ∼ 𝐴ℓ ⋅ 𝜎, where 𝐴 is the normalized 
adjacency matrix for G.

2. Let 𝜋 = (
"
𝟏 correspond to the uniform distribution.  Explain why

𝑈! − 𝐸𝑥𝑡 𝑋, 𝑈? BC = 𝜋 − 𝐴ℓ ⋅ 𝜎 BC ≤
"
&
𝜆 𝐺 ℓ 𝜋 − 𝜎 &

3. Argue that 𝜋 − 𝜎 & ≤ 2 ⋅ 2$%/&

4. Conclude that 𝑈! − 𝐸𝑥𝑡 𝑋, 𝑈? BC ≤ 𝜖, which means that Ext is a 
(𝑘, 𝜖)-extractor.

• If we choose ℓ = !$%
&
+ log (

*
, then 

this is a (𝑘, 𝜖)-extractor.
• Seed length: 𝑑 = ℓ ⋅ log 𝐷 = 𝑂 ℓ
• Output length: 𝑛



Solutions



1. Why is 𝐸𝑥𝑡 𝑋, 𝑈! ∼ 𝐴ℓ ⋅ 𝜎



1. Why is 𝐸𝑥𝑡 𝑋, 𝑈! ∼ 𝐴ℓ ⋅ 𝜎

• By definition, 𝜎 is the distribution of 𝑋, the starting distribution for 
our random walk.
• The normalized adjacency matrix 𝐴 is the transition matrix for the 

random walk on 𝐺.
• Since 𝑈? is uniformly random, we just take an ℓ-step random walk on 
𝐺 starting from the distribution 𝜎 to get the output of Ext.
• The distribution of that is 𝐴ℓ ⋅ 𝜎, as we saw before when we studied 

Markov chains.



2. Bounding | 𝑈# − 𝐸𝑥𝑡 𝑋, 𝑈! |

Let o be the distribution of X (so 11011ns

Distribution of output Y is Al - o
.

HIT-Al -ol! - HAH.- ol He
⇐ in Hatcher) Hz

⇐ TF NG )l HIT- 01/2

11 Un - Y Har = I HIT-ALIKE II XCGYHT- olla

• Let 𝑌 = 𝐸𝑥𝑡(𝑋, 𝑈B)
• Let 𝜋 be the uniform 

distribution.
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Since A𝜋 = 𝜋

Cauchy-Schwarz

Since 𝜋 − 𝜎 ⊥ 𝜋, and 𝜋 is the 
top eigenvector.
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Warmup!



4. Ext is a 𝑘, 𝜖 -extractor
• Let 𝑌 = 𝐸𝑥𝑡(𝑋, 𝑈B)
• Let 𝜋 be the uniform 

distribution.

𝑈! − 𝑌 "# ≤ 𝜖?

We	know:
• 𝑈% − 𝑌 &' ≤

(
) ⋅ 𝜆 𝐺 ℓ ⋅ 𝜋 − 𝜎 )

• 𝜋 − 𝜎 ) ≤ 2 ⋅ 2+
$
%

• ℓ = %+,
)
+ log -

.
• 𝜆 𝐺 ≤ -

)



4. Ext is a 𝑘, 𝜖 -extractor
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Hooray!

• So Ext is a (𝑘, 𝜖) extractor.
• It’s a pretty good one when 
𝑘 = 𝑛 − 𝑂(log 𝑛), say.
• In that case the seed length 

is 𝑂 log 4
C

• Why do we care? If k is large (as 
above), then we can actually just
exhaust over the seeds!  We don’t 
need true randomness!

b- (n)jloge) chunks
TT log(D) bits per chunk
I

+d-bitTeed - Ud

-

→ EXT →

-
n - bit seed X

M - bit output Y
Hak ) > k

want to show

HY - Unh EE



Recap

• We can use a good spectral expander to get an okay extractor.
• This extractor is pretty good when 𝑘 is large!


