
Class 6
The power of two choices



Recap I

• Balls and bins!
• Powerful tool: Poissonization (Poissonification?)
• 𝑋 ∼ 𝑃𝑜𝑖 𝜆 : 
• Pr 𝑋 = 𝑘 = !!""#

#!
• E 𝑋 = Var 𝑋 = 𝜆

• Pr 𝑋 − 𝜆 ≥ 𝑐 ≤ 2 exp %&$

'(&)")



Recap II

• If you drop 𝑘 ∼ 𝑃𝑜𝑖(𝑛) balls into 𝑚 bins, then:
• Let 𝑋+ = #(Balls in bin i)
• 𝑋+ ∼ 𝑃𝑜𝑖 ,

-
• The 𝑋+ are all independent

• “Poissonization”:
• #(Balls in bin i when you drop 𝑛 balls into 𝑚 bins) ≈ 𝑋+
• Work with the 𝑋+ instead.



Recap III: Maximum Load

• 𝑛 balls into 𝑛 bins.

• Max load is Θ !"# $
!"# !"# $



Today: The power of two choices

• Drop n balls into n bins.
• For each ball, pick two bins at random.
• The ball goes in the less-full bin.  (Break ties arbitrarily).

Where to 
go?



The power of two choices

• 𝑛 balls into 𝑛 bins, according to the 
“pick two” scheme:
• Max load is Θ log log 𝑛

• 𝑛 balls into 𝑛 bins, completely 
randomly:
• Max load is Θ ./0 ,

./0 ./0 ,

Exponentially 
smaller!

This is useful, for example, 
when trying to efficiently 
assign jobs to processors 

and wanting to balance 
the loads.



Group Work
Intuition

𝛽! =
𝑛
2 𝛽" =

𝛽"#$!

𝑛

𝐵 𝑖, 𝑡 = number of bins with ≥ 𝑖 balls after step 𝑡

Definitions:



Solutions: Question 1

• 𝛽% = 𝑛/2.
• There can’t be more than 2 buckets with ≥ 𝑛/2 balls in them (since 

there’s only 𝑛 balls total).
• So 𝐵 2, 𝑡 ≤ 𝐵 2, 𝑛 ≤ 𝛽%

𝛽! =
𝑛
2 𝛽" =

𝛽"#$!

𝑛

𝐵 𝑖, 𝑡 = number of bins with ≥ 𝑖 balls after step 𝑡

Definitions:



Solutions: Question 2

• Probability that ball 𝑡 is the third (or greater) ball in its bucket:

I am ball t• Need to choose two buckets with at least two things in them.

• The probability of that is at most : ',;%<
,

'
≤ =$

,

'

𝐵(2, 𝑡 − 1) buckets with ≥ 2 balls in them.



Solutions: Question 3

ECBGit ) ]⇐ IE ( Bls, n) ]
n t

⇐ ⇐[ Et. If talkin 'i'ts bucket } )
= Ei , Pf !"statin ''its bucket }
⇐ EE , I = Pik ; Ps

( def
.

of 133

This is because the 
number of bins with at 
least 3 balls is at least 
the number of balls 

that were at least 3rd in 
their bin.



Solutions: Question 4

ECBHtt ]⇐ It [ BH.nl ]
n t

⇐ ⇐[ Et. If 35¥ in ''its bucket } )
= Ei , Pf b:"gmtin ''its bucket }
⇐ Ei, (E)

'

= 132% ; Pa
( def

.

of 134*Note: As per the instructions in the question, 
we are ignoring anything about conditioning on 
the event that 𝐵 3, 𝑡 ≤ 𝛽%



Solutions: Question 5

• 𝛽& =
$

%!"#!

• You can see this by doing out a bunch and guessing the pattern:
• 𝛽' =

,
'

• 𝛽B =
<
,

,
'

'
= ,

'$

• 𝛽C =
<
,

,
'$

'
= ,

'$$

• 𝛽D =
<
,

,
'$$

'
= ,

'$%

• 𝛽E =
<
,

,
'$%

'
= ,

'$&

(And formally you can prove it 
by induction.)



Solutions: Question 5

• 𝛽& =
$

%!"#!



Solutions: Question 5

• 𝛽& =
$

%!"#!

• If we believe that 𝐵 𝑖, 𝑛 ≤ 𝛽& for all 𝑖, then at some point (for large 
enough 𝑖), we have 𝛽& < 1.
• That would imply that 𝐵 𝑖, 𝑛 = 0.
• That would mean that the number of bins with load ≥ 𝑖 is 0, aka the max load 

is 𝑖 − 1.



Solutions: Question 5

• 𝛽& =
$

%!"#!

• If we believe that 𝐵 𝑖, 𝑛 ≤ 𝛽& for all 𝑖, then at some point (for large 
enough 𝑖), we have 𝛽& < 1.
• That would imply that 𝐵 𝑖, 𝑛 = 0.
• That would mean that the number of bins with load ≥ 𝑖 is 0, aka the max load 

is 𝑖 − 1.

• Set $

%!"#!
< 1 and solve for 𝑖: get 𝑖 > log log 𝑛 + 2 .



Solutions: Question 5

• 𝛽& =
$

%!"#!

• If we believe that 𝐵 𝑖, 𝑛 ≤ 𝛽& for all 𝑖, then at some point (for large 
enough 𝑖), we have 𝛽& < 1.
• That would imply that 𝐵 𝑖, 𝑛 = 0.
• That would mean that the number of bins with load ≥ 𝑖 is 0, aka the max load 

is 𝑖 − 1.

• Set $

%!"#!
< 1 and solve for 𝑖: get 𝑖 > log log 𝑛 + 2 .

• Conclude that max load is Θ(log log 𝑛), assuming that the “in 
expectation” stuff holds exactly.



Here’s the outline for an argument
WARNING: This is incorrect in a few ways.

2

1
.
Define 13£ M2 , pi =

2 (Pi-1) th y
number of bins wi si balls

✓ this
"

2
"
is new. after all n are tossed .

2
. Argue by induction on i that , with probability 3 I - ihr

, Blinn ) E pi :
• Base case for is 2 is by definition .

• Assuming that B(it, n) spit (which holds w/ prob z t - '
'

Is by induction )
the same logic from before implies that

Effi . Alba: 'Yuan:" } Is Piih
this is pi , but also twice

the expectation
• A Chernoff bound says that
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} > 2E f. expfpilz )
-
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Group Work

• What was wrong with this argument/sketch?
• There are at least two or three major problems 
• depending on what you count as “major”



Three problems

1. Can’t apply the Chernoff bound – the random variables are not 
independent!

2. The end of the argument doesn’t make any sense!  We showed that 
𝐵 𝑖, 𝑛 ≤ 𝛽& whenever 𝑖 ≤ 𝑖∗, but 𝛽&∗ ≈ 6 log 𝑛. 
• So there are still about 6 log 𝑛 buckets with at least 𝑖∗ balls in them.
• (It is true that 𝑖∗ = Θ(log log 𝑛) though).

3. We are not being careful about the conditioning.
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Fix for the “The argument didn’t finish!” problem.
fxfrtheiitheargumentdidn.tl#ishpobem :
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[ because there have to be at least 2 bins w/ it2 things

in them for some bin to end up w/ it 3 things .
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} all the balls )

⇐ citing :÷÷¥" " I. plein :. I :÷÷¥"
"}
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Fix for the 
“We are being sloppy about the conditioning” 
problem.

• Be less sloppy about the conditioning.
• (It’s a bit delicate but not that interesting…)


