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EHR Data & Tasks



Electronic Health Records (EHR
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Electronic Health Records (EHR)
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Healthcare Data is Inherently Multimodal
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Hospital data is growing at a rate of 36% per year

World Economic Forum, Dec. 2019

Hard to use for medical
decision making




Electronic Health Records (EHRs) are Multimodal Timelines

PATIENT ( ; ! Many diverse data types that evolve over time
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Longitudinal EHRs provide a holistic view of multimodal data .



Al for Healthcare Requires Temporal Reasoning

Diagnosis (Classification) Prognosis
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Foundation Models Are Essential for Al in Healthcare

Diagnosis (Classification) Prognosis
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Many stakeholder groups with distinct needs
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How Can Al Improve Healthcare?

|
Atherosclerotic cardiovascular disease risk assessment: An American e’ |
Society for Preventive Cardiology clinical practice statement
Nathan D. Wong * ", Matthew J. Budoff b Keith Ferdinand ¢, ITan M. Graham °, Erin D. Michos °,
Tina Reddy “, Michael D. Shapiro’, Peter P. Toth “¢
nature medicine
Article https://doi.org/10.1038/s41591-023-02332-5

A deeplearning algorithm to predictrisk of
pancreatic cancer from disease trajectories




A Sketch of Healthcare Tasks

e Improved patient outcomes
o Treatment selection
o Disease diagnosis (e.g. early detection of cancer)
o Risk stratification (e.g. mortality, cancer progression)
o Abnormal test result prediction (e.g. lab values)

e More efficient hospital operations

o Predictions for quality metrics (e.g. 30-day readmission likelihood)
o Resource allocation (e.g. anticipating ICU transfers)
o Billing (e.g. identify mis-coding of patient records)

e Research

o Causalinference (e.g. drug trials and observational studies)
o Identify off-label drug benefits



Foundation Models and Al's “Industrial Age”
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Bommasani et al. 2022.

Downstream Tasks

Healthcare ‘
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Opportunity for Al to reimagine how we
interact and understand medical data
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The Future

We must build systems for patient “l can’t just go to the medical records

timeline data that are fast, department to have them pu{l 500

multimodal and interactive charts on a certain type of patient.”
)

Byrne Lee, MD, Clinical Professor,
Surgical Oncology, Stanford Health Care

Design chat interfaces

PAT

T
CT/MRI %%

[ICD-10]

—
HHH .
>

5

GEN

,
Find similar patients to
inform decision making

p
Automate feedback loops to
. improve model embeddings

Vector Database B


https://profiles.stanford.edu/byrne-lee

Pretraining Objectives



Classic Approach to Building and Patient Model
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Classic Approaches Often Fail Due to Limited Data

Classic medical ML approach is to
ALL PATIENTS train on a small target cohort

...but this doesn’t take advantage
of the structure present in the
entire patient population



Modeling Patient Timelines for Al

PATIENT CASE: Patient presents to ED with sudden onset shortness of breath,
pleuritic chest pain, and tachycardia. Concern for pulmonary embolism.

Chief Admission Radiology

Admitto ED Complaint Note CTScan Note

GrELE-aHE

lig li.3 tio i1 L Livq
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Modeling Patient Timelines for Al

PATIENT CASE: Patient presents to ED with sudden onset shortness of breath,
pleuritic chest pain, and tachycardia. Concern for pulmonary embolism.

. - : Clot Buster
, Chief Admission Radiology R d"
Admitto ED Complaint Note CTSean Note “."‘
A ol

.D. N B#o & é’ Surgery

Eﬂ, == — i o&wm | (Embolectomy)

lig li3 lip i1 t; "..“ .

’ [ 4
We’ve transformed our patient timeline into an x: Send Home
autoregressive [ LLM-like process

20
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Modeling Patient Timelines for Al

Hypothesis: A model that accurately predicts future health states, based
on patient history, encompasses many proposed use cases of medical Al

AdmittoED . "¢t Admission - opga,,  Radiology - d'l

Clot Buster
Complaint Note Note .
.D. s UL "~ & é’ Surgery
Eﬂ) > =0 > ad = Dagl — D ®&=mm | (Embolectomy)
lig li3 lip i1 t; "..“ :
’ [
How do we transform this multimodal timeline x: Send Home
to facilitate self-supervised learning?

21
Liv1



Modeling Structured EHR Timelines

Map events to ontologies to define a “language” based on medical codes

event := ¢; € Vocabulary

Cq () C..
CPT ICD10 _»
99284 R06.02 2 00t
N

P(c1,¢2,...,¢N)

1=1

CN-2 CN1 o
CPT LOINC |...........
71275 | | 85261-6

“Next Code” Pretraining

HP(CZ | cla"'aci—l)

CN

ICD10
3E03317

CPT
34001

SNOMED
4140634

Ontology Mapping

> CPT 99284
->1CD10 R06.02
>1CD10 R07.1
: >1CD10 R00.0
i Admission Note > LOINC 47039-3
: CT Scan > CPT71275
: Radiology Note > LOINC 85261-6
i Thrombolytic > 1CD10 3E03317
> CPT 34001
i Discharge to Home > SNOMED
© 4140634

....................................................................................



Modeling Structured EHR Timelines

Map events to ontologies to define a “language” based on medical codes

CN o*
event := ¢; € Vocabulary 1.
ICD10
~"|3E03317
Cy C3 C... CN-2 CN-1 "."
CPT IcD10 | - | cer LOINC CPT
_> _’. ,_’ _> ........
99284 R06.02  : **= | 71275 [ |85261-6 UL
Adding discrete time tokens enables using this .
EHR language model to generate timelines o O
(Pang at al 2024, Renc et al 2024) 4140634 [*..

H Event tokens ..
Time tokens 23



Self-Supervised Training of an EHR Foundation Model

PATIENT POPULATION

2.57TM
Stanford Health Care

1,699 Hospitals

296M

Epic Cosmos

TASKS

= Data-hungry

Model =)  Mortality = Brittle

Diagnoses
Medications
ViSit Types ........................
Foundation Lab Orders / Results e
Model Procedures malignant

: neoplasm :
i affectingthe i
i tissuesof the i

thorax.

Medical Devices

Demographics Medical Medical Code
1 Ontologies Descriptions
IEE AR —>  Mortality Many 24

benefits...



Self-Supervised Pretraining Objectives
for Structured Event Data

BERT-Style (Masked
Language Modeling)

BEHRT (Li et al. 2020)
MedBERT (Rasmy et al. 2021)
CEHR-BERT (Pang et al 2021)
ClaimPT (Zeng et al. 2022)
etalia

GPT-Style Time-to-Event
(Autoregressive)
CLMBR (Steinberg et al. 2020) = MOTOR (Steinberg et al. 2024)

TransformEHR (Yang et al. 2023)
CEHR-GPT (Pang et al 2024)
ETHOS (Renc et al. 2024)

Won’t talk about masked language modeling
Will focus on structured (medical code) models



Structured Data: Medical Vocabularies

ANATOMY OF AN ICD-10 CODE

Category or Name

= {component} 103832
= Laboratory 63121 frfOM E@ﬁﬂﬁ'ﬁ’fﬂ[

=+ Microbiology and Antimicrobial susceptibility 5731
.

Category Location Extension

= Chemistry and Chemistry - challenge 14248

=+ Chemistry - non-challenge 10420

EtIOIOgy Latera“ty = Chemistry - routine challenge 27
ICD-10 code for torus fracture of lower right end of + 17-Hydroxypregnenolone 2
right radius, initial encounter for closed fracture + Cortisol 7
https://blogs.halodoc.io/ + Dehydroepiandrosterone 1

= Glucose 17
° Controued Voca bu larles = Glucose | Blood | Chemistry - routine challenge 3
® KnOWIedge GraphS Glucose p meal Bld-mCnc Glucose” post meal
Deprecated Glucose pre-meal Bld-mCnc Glucose”pre-meal

COd el E \/O Ca b U la ry Glucose pre-meal Bld-mCnc Glucose” pre-meal



More Like NLP Now, but Key Differences!

Tokenization [ Vocabulary

NLP
Vocabulary Size 50k
Subwords Yes
Tokens Semantics Flat
Sequence Properties

NLP
Sequence Length 32Kk
Ordering Total
Time Intervals None

Sampling Fidelity All

Category Location  Extension
o [553.52A
No Etiology Laterality

Hierarchical, Complex Dependencies

EHR

250k+ .
Partial 50% Patients
Discontinuous >= 68k tokens
Sparse/Errors

F-ScorT FITZGERALD




GPT-Style (Autoregressive)

= CLMBR (Steinbergetal. 2020)

= TransformEHR (Yang et al. 2023)
= CEHR-GPT (Pangetal 2024)

= ETHOS (Renc etal. 2024)



Self-Supervised Pretraining in Natural Language

S = Where are we going

Previous words Word being
(Context) predicted

P(S) = P(Where) x P(are | Where) x P(we | Where are) x P(going | Where are we)
P(wl AW, . ., wy) P(TU1)P(TU2\TU1)P(TU3\‘1UM TUQ)---P(‘wn\whwm “vwn—l)

T
= Hp(w@\wh ey Wi—1)

=1

e,



Next Code Pretrainin

CN
event := ¢, € Vocabulary
ICD10
_"'|3E03317
€1 ) C.. CN-2 N1
CPT Icp10 | . CPT LOINC CPT
—)p: » ] preeeessaaa
99284 R06.02 | i °** i | 71275 85261-6 34001
N -
P(ci,c,...,en) = HP(cz | c1y. .. ,Cim1)
1=1 SNOMED
4140634

Ontology Mapping

> CPT 99284
->1CD10 R06.02
>1CD10 R07.1
: >1CD10 R00.0
i Admission Note » LOINC 47039-3
: CT Scan>CPT71275
i Radiology Note > LOINC 85261-6
Thrombolytic > 1CD10 3E03317
: > CPT 34001
© Discharge to Home > SNOMED
i 4140634

....................................................................................



Tokenization

Tokenization process scheme

°Q1 Q10
| diagnoses.csv | Admission Blood Medication Diagnosis o @2 Q9
__L_emerger 1 o Event  Pressure Administered Event < 3
|__omesw 7 o be
admissions.csv | | |~ ) a8 .04 :
ey ¢ l'_‘ ) Patient Q7
= - i 722327 722328 722329 72.2331 . - age *Q5,q6°
"""""" - et K yoins PCA1
________ [
b
--------- ‘ - . 3
TS npatient ATC  Inpatient DRG @ Time token embeddings
Admission Emerg. Leg Injury Pressure Qs Q7 Analgesics Discharge Q1  Unknown 1434
o 1d-3d_ 12h-1d

g

72,2327 72.2327 72.2327 72.2328 72.2328 72.2328 72.2329 72.2331 72.2331 72.2331 2 o Tw-2w "
(&) 2h-6
o o2w-Imt . . 1h-2h
« Tmt-3mt ,15m-1h
Inpatient IcD ATC Inpatient DRG g “5m-15m
Admission Emerg. Leg Injury 30'“ Th Pressure Q8 Q7 30m-"\Analsics 2h-6h pischarge Q1  Unknown PCA1

ETHOS (Renc et al. 2024)



Generalized Tokenizer

Codebook
Top k
Graph-specific A
Query mmmm o
, N — e
o B > .
8 A -
=
o
3 Graph-shared L
a N — e
/' % - o > | (s
Local subgraph of - EEE o L, c‘gn_' g
the medical code > a3
ICD9: 250.0 8 M = [I
5 Text-shared Sl
gl | = .
T /T — [ 5|3 Medical
i L, @ © @ | | token
@ O — \ embeddin
“A chronic disease that = e 9
occurs when the body L
doesn't produce enough 8 Text-specific
: lin.” o S
e ® - > .
Medical code description O

MedTok (Su et al. 2025)
Drop-in Replacement



GPT-based Approach
A

EHR

database Mortalit Icu 30-day IcD
y Transfer Readmit Diagnosis

Downstream
Tasks
|

Patient Timeline
- - |||| =

Learning objective:
Next code prediction

2.5 million
records

A N\
-+ CEEEEE]
++ EEELEEE]
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£
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Validating Benefits of EHR Foundation Models

Data Efficiency Robustness Cross-Site Reproducible EHR
000000000000000000000 Adaptability Benchmarking

ICUAdmission Model Decay

A tpres BE-—>B S % o

AUROC

=i 091314151617 1819 20 21 Hospital Hospital
YEAR A B
| d robust ¢ . First externally
mproved robustness to Transfer pretrained verifiable evaluation of

SOTA few-shot h
Jdearndverall EHR foundation models

performance (Guoetal 2023) Require up to 90% on longitudinal data
less pretraining data

temporaldistribution shifts  models across hospitals

(Wornow etal. 2023) Improved performance across (Wornow etal. 2025)

(Steinberg etal. 2020) key subgroups (pediatrics) (Guo et al. 2024) (Arnrich etal. 2024)
(Steinberg et al. 2024)

(Lemmon etal. 2023) (Wornow etal. 2023)

(Huang et al. 2023)
Publication Venue

Medical / Informatics
Computer Science

34




Zero-Shot Patient Classification

2. Generation of Future Health

Collective Patient Knowledg

o000 0000000000
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e o000 o0 0 o INFERENCE
acaaa -aa s
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Different scenarios of the future
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Event Risk Estimation
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3. Processing of Generated Future

Event Time Estimation

0 Day
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Time-to-Event Modeling



Data (Label) Efficiency of EHR Foundation Models

Label Efficiency: How many labeled examples are needed to train a high-performing model?

BERT-Style (Masked Language Modeling) o] > MedBERT
= BEHRT (Li et al. 2020) A * Trained on 28M patients
= MedBERT (Rasmy et al. 2021) . (g " Performance with <500
= CEHR-BERT (Pang et al 2021) . examples worse than
» ClaimPT (Zeng et al. 2022) T F I I logistic regression
. otalia
GPT-Style (Autoregressive) Z CLMBR
= CLMBR (Steinberg et al. 2020) | ;«.«/7// ! = Trained on 2.57TM paFlents.(s.SB token:e,)
= TransformEHR (Yang et al. 2023) A »= SOTAfew-shot learning using embeddings
» CEHR-GPT (Pang et al 2024)
= ETHOS (Renc et al. 2024) ETHOS
= § . = Trained on 200k patients (MIMIC-VI)
R essnd < LRLE

= Zero-shot abilities using generation
37



Autoregressive Modeling at Smaller Scales

Autoregressive LLMs can capture ~ NaturalLanguage | EHR
long-distance dependencies given = 7B parameters :
sufficient data and parameters > 500B-1T tokens I

Can we train a small, data-constrained EHR foundation model
to learn embeddings that capture more information about the future?




Key Concepts in Time-to-Event Modeling

Model the time until an event occurs (e.g., death) while accounting for censoring

Censoring Mortality Event Time Censoring
Event times are not fully observed by end of a study period g .
1 event observed £ +
(X;,T;)| BlAsE  (X;,T;,0;) 6 = ] —
o 0 censored o r iz T

. . ¢ Censored O Event Time {Manths)
Survival Function

Survival Curve

-

= Survival Function

The probability that an event S(t) = Pr(T > t)
has not occurred as of time t

Hazard Rate Function B Pr(t <T <t+At|T >t)

Instantaneousriskofan  h(t) = lim
: : At—0 At
eventattimet, given

Median Survival
Time

Probability

survival up to t Event's "speed" ateach
t moment
S(t) = exp (_ / h(u) du) Learn a patient representation
0 R; = fs(X;) for estimating 0
Survival depends on personalized hazard rates Time .

cumulative hazard overtime



Intuition Behind the Pretraining Objective

Hypothesis: Multi-task learning (MTL) will capture generalizable TTE features

Select kK TTE
pretraining tasks

k<
16,392

Eventj

Shared Decoder

Timeline Input

| ]

Teach our model to predict
patient survival trajectories
at a massive scale

ICD10/135

TRANSFORMER

j=0

40




Intuition Behind the Pretraining Objective

Hypothesis: Multi-task learning (MTL) will capture generalizable TTE features

ICD10/I516
Disorder of
Cordiovascular @
System

RxMorm/83367 —
Atorvastatin

20 MG Oral
Tabiet

ICD10/MTS.604
Pain in Right Leg K

=0
Shared Decoder . J TRANSFORMER
Timeline Input ICD10/135

j=0




Intuition Behind the Pretraining Objective

Hypothesis: Multi-task learning (MTL) will capture generalizable TTE features

Icpiefisis | |
Disgrder of
Cardiovascular [ |

System
RxMNorm/83367 —— —

Atorvostatin
20MG Oral |4
Tabiet

ICD10/MT3.604
Paoin in Right Leg k

Shared Decoder TRANSFORMER

+ £
Timeline Input ICD10/I35 ICD10/125.10

}':l} J':]_



Intuition Behind the Pretraining Objective

Hypothesis: Multi-task learning (MTL) will capture generalizable TTE features

IED10/I1516 | |
Dizorder of
Cardiovascular |0 |
System
RxMorm/83367 e [ — [ —

Atorvastatin
20M6 Oral |1
Tabiet

ICD10/MTH.604
Pain in Right Leg k

j=a =1 f=2
Shared Decoder . . TEnHS*FﬂRMER
Timeline Input ICD10/135 ICD10/125.10 ICD10/ETS.2

}':l} J':]_ I:I



Intuition Behind the Pretraining Objective

Hypothesis: Multi-task learning (MTL) will capture generalizable TTE features

ICD10/I516
Disorder of
Cardiovascular
System

RxMorm/83367
Atorvastatin
20 MG Oral
Tabiet

ICD10/MT3.604
Pain in Right Leg

Shared Decoder

Timeline Input

h ; Atorvastatin 20MG Oral Tablet
I ! j=1021 (2019-09-18)
’," 1.0
P(Ty >t | Ry)
1 \
4 an
i i 300 &00
| Time (Days)
f=0 i=1 =2
TRANSFORMER
+ + + +
ICD10/135 ICD10/125.10 ICD10/ETE.2 RxMorm/197361
T 44
j=0 =1 f=2 j=1021




Pretraining Objective

Deep Piecewise Exponential Model

= For piece p, interval start and end time: [Sp, Ep)
= Hazard rate is constant within this interval

|
|
» Partition timeinto pieces for more expressive risk modeling I
|
|
I

For a patient with event j, task k, and piece p

Piecewise
Hazard Function

Survival
Function

Hazard Rate

P t is within piece p

1.0

P(Ty >t | R;j)

|
0olP___[P

|
P2

24 48

Time (Months)

hjk(t) - Z I(Sp <t< Ep) Ajkp

p=1

hazard rate for piece p

Sik(t) = | | exp (—Ajip (min(t, By) — S,) It > S,))

Y
Aikp = exp(WpR; - By)

Tf

time-independent task embedding

patient representation as of j ==

TRANSFORMER [z

piece-specific linear projection
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Pretraining Objective

Loss Function

Minimize the negative log-likelihood of the observed event times across all tasks and time pieces

m111 L(O) = Z Z itp (108 Ajkp — AjkpUsjkp) + (1 — Siip) (—AjkpUsip)]

7 k p=1 event happens in piece p no eventin piece p

all events
and tasks

U represents the amount of time an eventis at risk within a given time interval
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Datasets & Tasks

Datasets

STANFORD STARR-OMOP (EHR)
2.7M Patients

3.5B Events

Pretraining Tasks

Intuition: We pick &

... tasks that maximize
) Py diversity by selecting

A 6b\ nodes whose values
Medical Code ;" are least predictable

Knowedge Graph given their parents
Entropy-Ranked Vertex k<

Cover for Task Selection 16.392

Evaluation Tasks

Celiac Disease Stroke ICD-10

Rule-based labeling

Pancreatic Cancer NAFLD
We remove

these tasks from

Heart Attack Lupus S
the pretraining
set
NLP-based
ex Measures
generalization to

labels not derived
from codes

FRETE

13 Chest X-ray
Findings
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Results: MOTOR vs. Baselines

MOTOR-Scratch (no pretraining) largely
underperforms compared to baselines

Method Dataset Celiac HA Lupus NAFLD Cancer Stroke

EHR-OMOP 0.689
0.704
0.707

0.695
0.729
MOTOR-Scratch 0.696
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Results: MOTOR vs. Baselines

But with pretraining...
MOTOR-Probe & MOTOR-Finetune outperform SOTA on all tasks

Avg improvement: +4.6%

Method Dataset Celiac HA Lupus NAFLD Cancer Stroke
Cox PH EHR-OMOP 0.689 0.761 0.770  0.726 0.793  0.779
DeepSurv 0.704 0.823 0.790  0.800 0.811  0.830
DSM - 0.707 0.828 0.784  0.805 0.809  0.835
DeepHit - 0.695 0.826 0.807 0.805 0.809 0.833
RSF - 0.729 0.836 0.787 0.802 0.824  0.840

MOTOR Scratch - 0.696 0.795 0.803 0.821 0.777  0.831




Results: Autoregressive vs. TTE Pretraining

Overall Performance

Objective Celiac HA  Lupus NAFLD Cancer Stroke Autoregressive beats SOTA (RS F)
RSF 0.729 0.836 0.787  0.802  0.824  0.840 o b Ve b
Next Code 0.774 0.862 0842 0860 0860 0857  ---OUt TTE beats autoregressive by
Time-to-Event 0.802 0.887 0.863 0.864 0.865 0.875 ~20/

Performance Comparison over Long Time Horizons

Performance Deltas of MOTOR with TTE Pretraining Versus:

MOTOR-Scratch (No Pretraining) Random Survival Forests o1e

Celiac 0.10

Pretraining is A 0.05

. 2% Lupus 0.00
the key driver 8 HAFLD .05
of performance Cancer ~0.10
Stroke -0.15

00 02 04 06 08 1.0

>

Time Horizon (Percentile of Event Times)
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Results: Autoregressive vs. TTE Pretraining

Overall Performance

Objective Celiacn HA  Lupus NAFLD Cancer Stroke Autoregressive beats SOTA (RS F)
RSF 0.729 0.836 0.787  0.802  0.824  0.840 o b Ve b
Next Code 0.774 0.862 0842 0860 0860 0857  ---OUt TTE beats autoregressive by
Time-to-Event 0.802 0.887 0.863 0.864 0.865 0.875 ~20/

Performance Comparison over Long Time Horizons

Performance Deltas of MOTOR with TTE Pretraining Versus:
Autoregressi ve Pretraining MOTOR-Scratch (No Pretraining) Random Survival Forests

Caliac 4 giz
Ha, 0.05%
_:':?' Lupus 0.00
= BMAFLD - —0.08
Cancer 4 ={.10
Stroke 4 =0.15%
0.0

0. U 0. 2 D 4 D 6 D 8 .D
Time Horizon (Percentile of Event Times)
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EHR Foundation Models



Reproducibility in Healthcare Al

SCIENCE TRANSLATIONAL MEDICINE | PERSPECTIVE

BIOMEDICAL POLICY Longstanding
Reproducibility in machine learning for health research: Reproducibility
Still a ways to go Challenges

Matthew B. A. McDermott'*, Shirly Wang®?*, Nikki Marinsek®, Rajesh Ranganath®,

Luca Foschini®, Marzyeh Ghassemi*®’

Medical data are noisy, replete
with errors, biases, missingness

Most Al is trained and
tested on cleaned data

REVIEW

Global healthcare fairness: We should be
sharing more, not less, data

Kenneth P. Seastedt®'®*, Patrick Schwab?®, Zach O’Brien>®, Edith Wakida®*®,
Karen Herrera°*, Portia Grace F. Marcelo®°®®, Louis Agha-Mir-Salim® -2, Xavier
Borrat Frigola®®°®, Emily Boardman Ndulue'°®, Alvin Marcelo®''®, Leo
Anthony Celi®'%13¢

PLOS DIGITAL HEALTH
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Multiple Choice vs. Longitudinal Patient Timelines

MedQA

Question: A 35-year-old man is brought
to the emergency department by a friend
30 minutes after the sudden onset of
right-sided weakness and difficulty
speaking. [...] Which of the following is
the most appropriate next step in
diagnosis?

(A) Echocardiography with bubble study
(B) Adenosine stress test

(C) Cardiac catheterization

(D) Cardiac MRI with gadolinium

(E) CT angiography

~

a

USMLE

United States Medical Licensing Exam

<record>
<wisit type="Emergency Room Visit" start="10/08/2018 20:00">
<day start="10/08/2018 20:00">

<person>
Birth:7/19/1966
i:;:n <observation start="10/08/2018 08:10 PM">
EtH <code>[LOINC/LP21258-6] Oxygen saturation 96 %</code>
Ags </observation>
Agd <note type="emergency department note" start="10/08/2018 08:10 PM">
</persd Emergency Department Provider Note Name: Jessica Jones, MD MRN: [1234555]
<condit] ED Arrival: 10/08/2018 Room #: 17B History and Physical Triage: 52 year old woman
<cd with unknown past medical history presenting with right sided weakness since about
</condil 2 hours ago. Last known normal 5:45pm. She said she was feeling well and then suddenly
<visit| noticed that her right arm and leg went limp. She denies taking any blood thinmers,
<cqd and has had no recent surgeries. NIHSS currently graded at an 8: 4 no movement in R
</visit arm and 4 no movement in R leg CT head is negative for any bleed or any early ischemic
<measuz] changes. INR is 1.0, P1t 133. Discussed with patient the severity of symptoms and the
<cq concern that they are caused by a stroke, and that IV tPA is the best medication to
</measy reduce the risk of long term deficits. Patient is agreeable and IV tPA was given at
<proced| 8:20pm. Initially SBP 210/100, labetalol 5mg IV x1 given and came down to 180/90.
<cg IV tPA given after this point. Patient will need to be admitted to the ICU, with close
</proce neurological monitoring. Plan for head CT 24 hours post IV tPA administration, stroke
workup including LDL, HA1C, echo, tele monitoring. Local neurology comnsult in AM.
</note>
<measurement start="10/08/2018 08:15 PM">
<code>[LOINC/70182-1] NIHSS 8 </code>

Longitudinal Patient Timelines
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Instruction Tuning: Aligning with Clinical Needs

EHR System . .
y Clinician Instruction LLM Response
N - Summarize from the EHR
Clinical ’ . the strokes that the patient + EHR
Text @YY had and their associated </> - v
E=rr] Tabular neurologic deficits. v
|
) Data Clinician Response
X o . The patient had strokes in the L basal ------------ .E
|""bs " V't"'s” Medlication List ‘ ganglia in 2018 and multiple strokes in 2022: = l '
. . R occipital, left temporal, L frontal. The
| Notes ‘ | Past Medical History ‘ . patient had right sided weakness associated : 299
|Prob|em List | | Social History ‘ @D \ith the 2018 stroke after which she was S

admitted to rehab. She then had a left sided
hemianopsia related to the 2022 stroke.

| Care Plan H"Treatment Plan |

Evaluating LLMs with MedAlign

MedAlign: A Clinician-Generated Benchmark « 15 clinicians / 7 specialties
Dataset for Instruction Following with * 983 instructions, 303 responses

Electronic Medical Records [1] * Assess real information needs

[1]Flemingetal. “A Clinician-Generated Benchmark Dataset for Instruction Following with Electronic Medical Records”. AAAL 2024.

55



Instruction Tuning: Aligning with Clinical Needs

Model Context Correctt WR 1 Rank]

GPT-4 (MR) 327687 65.0% 0.658 2.80
GPT-4 32768 60.1% 0.676 2.75
GPT-4 2048* 51.8% 0.598 3.11
Vicufa-13B 2048 35.0% 0.401 3.92
Vicufa-7B 2048 33.3% 0.398 3.93
MPT-7B-Instruct 2048 31.7% 0.269 4.49

GPT-4 35% Error Rate

[1]Flemingetal. “A Clinician-Generated Benchmark Dataset for Instruction Following with Electronic Medical Records”. Under Review. 2023.
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Instruction Tuning in Medical LLMs

Base vs. Base + Medical Instruction Tuning

Uama2 781 ] HH Current short instruction
tuning tasks for medicine
Apacare 78l T (e.g., MedQA) actually hurt

1
Llama2 13B performance on MedAlign
AlpaCare 13B
Liamaz 708 A Single
HH

ClinicalCamel - — BenChma rk DOES
- - NOT Tell the
0.52 0.54 Coo.;; 0.58 0.60 0.65 o.;cE)RTscoorzs 0.80 Whole Story!
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Longitudinal, Multimodal EHR Dataset Releases

= {u} = E = B

Dataset Task Technical Challenge Example Tabular Images Notes

(((

What is the likelihood that this

SEE Sl Risk Stratification Few-Shot Learning patient gets a diagnosis of pancreatic )4 4
cancer within the next year?

Time-to-Event . . When is chronic pulmonary ) v, v
Sl S Modeling Multimodal Learning hypertension most likely to develop . . .

From this EHR, summarize the
patient’s history of strokes and the b4
resulting neurologic deficits.

Instruction Long-Context Learning

MedAlign Following & Temporal Reasoning

26k Patients 295M VYOS & REDIVIS

https://redivis.com/ShahLab



Fnabling Open Science

& clmbr-t-base ™ ®ilike

£ Safetensors clmbr  healthcare femr  medical

Model card Files Community 1 Settf

%¢ Gated model You have been granted access to this model

First EHR model hub release!

Gated model on Hugging Face
Requires CITI ethics training
Non-commercial use only

#  MMitchell
@mmitchell_ai
At @huggingface, we've been defining a gradient of openness, looking at
the context + sensitivity of different models & data and creating

mechanisms to address them. Below is a great example of our v2 of

"gating", huggingface.co/StanfordShahLa... with required ethics training
from CITI.

@ Jason Alan Fries at #NeurlPS2023 @jasonafries - Dec 11

Evaluating few-shot learning is standard w/ LLMs but not EHR foundation
models... yet! We're excited to release #EHRSHOT a dataset of ~7k patients + a
foundation model pretrained on 2.57M de-identified EHRs #NeurlPS2023

Margaret Mitchell
Chief Al Ethics Scientist, Hugging Face
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Medical Event Data Standard (MEDS)

N

a Dataset Specific N MEDS N MEDS-compliant,
Model-specific

Metadata ]\:
. MEDS =
Extraction compliant i ML i
Pipeline P Dataset =
Dataset ML Model

Model-specific

User-defined or Public,
Semi-Composable
Transformation Pipeline

VAN AN '\ Y,

Open Data Schema for Health Al Practitioners

Bert Arnrich, Edward Choi, Jason A. Fries, Matthew B. A. McDermott, Jungwoo Oh,
Tom J Pollard, Nigam Shah, Ethan Steinberg, Michael Wornow, Robin van de Water

https://github.com/Medical-Event-Data-Standard/meds
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https://github.com/Medical-Event-Data-Standard/meds
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Opportunities: Datasets & Benchmarks

Holistic Evaluation of Large

Language Models for Medical

Applications

Stanford MedHELM
Community evaluation framework
for benchmarking healthcare LLMs

https://medhelm.stanford.edu/

Supported LLMs

Gemini 1.5 Pro
Gemini 2.0 Flash

GPT-40
03-mini
ol

o1-mini

: Claude 3.5
Llama 3.2/3.3

Transform Dataset into a Bench k
""""" Validated Task Taxonomy . Supported Metrics ;
Clinical Supporting Diagnostic Decisions -
D . i String-Based
Support Planning Treatments i -
: Semantic
Clinical Documenting Patient Visits S'm"a”ty i
Note H i
Dx ing Care Plans. E‘Rdajoudaeflor
Categories Subcategories i : i
Scenario
Dataset Configuration — Benchmark
t
[ ] IHI Task Prompt Template ]
@ ii i| Taxonomy Contexts
i Tags
C Provides Reference H
Dataget a.ndé'rt‘enanu [ Metrics ] RBSpOnSES

DeepSeek-R1 i

Evaluation Setup

. Stanford Internal

Public :
- AP
: Local Hosted
@ Certified Result
Contributed Result
Private ...
- 'i External
L_F API
: Local Hosted

Leaderboard
Accuracy Efficiency General information
Model z DeepSeek R1 03-mini (2025-01- Claude 3.7 Sonnet  Claude 3.5 Sonnet
Mean win rate &3 0.663 0.641 0.636 0634
MedCalc-Bench - o
0.348 0.34 0.21 0.218

MedCalc Accuracy
CLEAR - EM o 0.83 0.831 0.647 0663
MT: les -

Samples-Jury 4 ggg 4.604 4.426 4383
Score
Medec - ~
MedecFlaghce < 0.591 0.687 0.628 0.521
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Multimodal Time-to-Event Pretraining

18,945 CT Scans = Same pretraining setup as MOTOR

- . = Single time point (not dynamic)
(4.2 Million 2D |mages) * Pretraining a 3D image encoder

Pulmonary
Embolisms

TIME-TO-EVENT PRETRAINING »

T Mo 269 D L
- Warfarin ,“
Vision . Time-to-Event SNOMED/TEERIE002 [:I P(Ty > tIM) x\\

- & Encodar:| E* hs 'ﬂ’ Head (PEANN) =~ Medueofhng i

e SNOMEDVSA675007 oo LB £, 8 B
= Acute heart failure a F 48

o
*******

——— Tirne {Manghs)
fE‘ E TTE Praelraining Tasks Piacewisa Survival Curve
TASK ADAPTATION
— i Qrical
gecie Linear Head | = egoric — AUROC ]
* \ision : h A [ Classification L ﬂ‘ finatuning

Encoder i Ae . Harrell's C-lndex l‘

R Time-to-Event | __ | Time-to-Event | . |  integrated Brier Score % frozen
I L_— Head (CoxPH} Estimation | Time-Dependent C Statistics
30 Image Inputs Pratrained Backbona Task Heads (Probaes) Task Categaories Evaluation Malrics

Time-to-Event Pretraining for 3D Medical Imaging
Huo et al. ICLR 2025.



Synthetic Data Generation

EHR Patient Visits

Initial Oncology Visit Oncology Follow-up
1/15/2020 12/10/2022

{} Textualization

Instruction Response Pairs

Instruction: Explain how the patient's response to
lung cancer treatment changed after discovering
the EGFR mutation, ...

<record>

<visit type="Oncology Visit” start="01/15/2020 09:00">
<person>

Birth: 5/23/1962

Race: Asian

</person>

<condition_occurrence>

<code>{|CD/C34.11] Malignant neoplasm of upper lobe, right bronchus or
lung</code>

</eondition_occurrence>

<note>

Patient presents with 3-month history of persistent cough,

‘<..N\$\E>
<irecord>

Longitudinal Records

ettt ittt
Il
1

Instructions Generation:
! Your instructions should emphasize the temporal
1 progression of clinical events, reflecting ... evolve

\ .

1 over time.

I

! When creating instructions and responses, please
1 include time evidence to support your generation

1 (e.g., 02/15/2016)

I
| [Longitudinal Records]
I

Patient started chemotherapy for lung
cancer in 01/2020 with good response. Genetic
testing in 05/2020 revealed EGFR mutation, ...

Evidence: 01/2020, 05/2020, ...

U

Temporal Instruction Tuning

Base LLM Tuned LLM

Impact of Temporal Distribution on Model i
+ Recent-Events =) i
Timeline-Extremes E@ H
1
1

Full-Timeline

=

i
1
I
1

Timestamp-Linked
Integration

Model Evaluation

Evaluation Datasets
+ Clinician-Curated Benchmark (MedAlign)
= Controlled Temporal Sampling

Baseline Comparison

= Conventional Q-A Tuning

+ Medical Finetuned LLMs

Metrics
4 \g R
p. =
Automatic
Metrics Head-to-Head LLM Judge
Judge Validation ,g\

TIMER: Temporal Instruction Modeling and Evaluation for
Longitudinal Clinical Records
Cui et al. 2025. Preprint

Use Real EHRs to
Generate Synthetic
Post-Training Data



Data-Centric Al: Data Quality

Researcher View

EHR data is typically
transformed in
hidden ways

>

Epic Epic
Chronicles Clarity

\ J
|

Unknown/Unobserved Transformations

Researchers




Data-Centric Al: Training Mixtures

= Exclusion biases in training data
» General data scarcity (e.g., rare diseases)
= Limited EHR datasets and benchmarks for pediatric populations
= Unique data processing challenges

= Example: Child and mother combined in a single patient record
» Limited patient history vs. adults

Catkt r1iiiA

> 1month > > 6 months>> 9months>> 1year >> 2 years




Human-Al Teaming & Agentic Systems

User Interface —_— Teams Word PowerPoint Excel Copilot Custom apps
= In the loop ‘{ )
Clinltiaijresearchier . > Natural Language Interface
%
}
Agents Task decomposition Memory Reasoning Self-initiative (create new agents)
Healthcare
orchestration agent ;s
Specialized Patient history agent  Radiology agent Pathology agent Cancer staging agent  Clinical guidelines Clinical trials agent Medical research Report creation [Custom) agent
agents agent agent agent
General reasoner
LLM um Paige Al LLM UM LM LLM UM LLM
AL - o A <
Code Interpreter Virchow3 AJCC Guideline NCCN Guideline ClinicalTrials.Goy GraphRAG
M365 (Word, PPT)
Clinical notes,
IOOISI& (el [ PubMed & other
nowledge genomic data medical journals
; !
y Internet Institutional oth
Unified data EHR PACS Ls geame knowledge er

Collaboration with Microsoft + Agent Orchestrator Platform




Thank You!

jason-fries@stanford.edu
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BERT-Style (Masked Language Modeling)

BEHRT (Li et al. 2020)
MedBERT (Rasmy et al. 2021)
ClaimPT (Zeng et al. 2022)



Corruption-based (Masking) Pretraining Objective

» Mask tokens (15%)
« Train Model to Predict [MASK]’ed tokens

=

Output [CLS] = how are ’ ’ doing = today @ [SEP]

I A I

BERT masked language model

IR IR

Input [CLS]  how | are doing = today | [SEP]

@ Stanford | MEDICINE 71



Corruption-based (Masking) Pretraining Objective

you 0.70
they 0.25
FunYuns >0.001
= ==
Output [CLS] how are ‘ I doing today [SEP]

N A A

BERT masked language model

IR IR

Input [CLS] | how are doing | |today | [SEP]




BERT-based Architecture (BEHRT)
>

EHR
database

!

Visit 2 Visit 3 Visit § Visit 6 Visit 7 , Visits

!
00000000 00000000
:
e --E-LE-ILEL.ELT.ETT.T.
‘- - + . ks . . . i 4 + - +
- 0000000000 00000
+ 4 4 - + - + ks ks + e + +

posimon:  F(0) F(o) F(0) F(1) F(1) F(2) F2) F(2) F(3) F3) F4) F4) F4) F(5) F(5) F(5)

- - -
B8 B

- - - - - - - - - 4 - - +

SEGMENT A A A -] B8 A A A 8 B8 A A A

'
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Better performance than baselines (MedBERT)

a DHF-Cerner - GRU d Paca-Cerner - GRU g Paca-Truven - GRU
90 90 90
85 85 85
80 80 80 -
75 A / 75 75 1
R 701 70 £ 70
g g s |72
2 651 2 65 2 651
60 - 60 60 -
55 - LR 55 / LR 55 1 LR
50 - GRU 50 GRU 50 - GRU
GRU+Med-BERT GRU+Med-BERT GRU+Med-BERT
45 = Y T T Y T T 45 ' ¥ ' ! ¥ ¥ T T 45 > 1 T T T T T T
QO O S O Q O ) Q S L O Q O S & O S O O S O
Q¥ Q.0 N Q° 9 QY ;0N\ " L O QO o9 Q° Q7 O S " O QY (O
S P ‘\’Q Q NN WD ST P ,&0 \9’» R N P P \’QQ "?’b
# training patients for fine-tuning # training pytients for fin ing # training patients for fine-tuning

But few-shot performance isn’t great...
@ Stanford | mEDICINE Rasmy etal. 2021 74




Other Disadvantages

Raffel et al. 2019

@ Stanford | MEDICINE

Causal

Masked Language Modeling uses
bidirectional attention. Good for
summarizing a sequence, but not
generating the next event/token

Rasmy etal. 2021
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Instruction Tuning: Aligning with Clinical Needs

Table 2: MEDALIGN instruction categories and example instructions.

Category Example Instruction Gold All

Retrieve & Summarize Summarize the most recent annual physical with the 223 667
PCP

Care Planning Summarize the asthma care plan for this patient 22 136
including relevant diagnostic testing, exacerbation
history, and treatments

Calculation & Scoring Identify the risk of stroke in the next 7 days for this 13 70
TIA patient

Diagnosis Support Based on the information I've included under HPI, what 4 33
is a reasonable differential diagnosis?

Translation I have a patient that speaks only French. Please 0 2
translate these FDG-PET exam preparation
instructions for her

Other What patients on my service should be prioritized for 41 75
discharge today?

Total 303 983

Clinicians spend 49% of
their day interacting with
EHRs! >66% of
instructions were

"retrieve & summarize'
data from the EHR.
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