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Pathology is core to diagnosis and treatment planning 

Pathologists often 
encounter images that they 
are not familiar with.  



Much medical knowledge is shared on Twitter



Creating OpenPath: >200K high-quality Twitter image-text pairs

Largest public dataset of pathology image + discussions. 

Huang*, Bianchi* et al. Nature Medicine 2023.



Median text length = 20 words.

Creating OpenPath: >200K high-quality Twitter image-text pairs

# of Tweets in each sub-area of pathology



Using Twitter to train the largest visual-language AI for pathology

PLIP
Contrastive 
learning

Huang*, Bianchi* et al. Nature Medicine 2023.



PLIP applications

1. Zero-shot classification.

2. Improved representation learning for downstream tasks.

3. Text-to-image retrieval

4. Image-to-image retrieval



1. PLIP can perform zero-shot classification on new images



External validation 
datasets:
• Kather colon
• PanNuke
• DigestPath
• WSSS4LUAD

Metric: F1 score
(ranges 0-1, higher 
the better)

PLIP can perform zero-shot classification on new images

PLIP Previous (CLIP)



PLIP achieved superior F1 score on 16 out of 19 organs.

• 7 organs achieved reasonably high F1 scores (> 0.8).
• While the baseline CLIP performed only at F1 = 0.3 ~ 0.6.

PLIP can perform zero-shot classification on new images



2. PLIP provides better image representations for training models

Metric: weighted F1 score

Use cases:

• Fine-tune model for 
a task-specific 
problem.



Compared to end-to-end supervised 
learning algorithm ViT-B/32.

• PLIP achieves better performances.

• The improvement is especially large 
when the training set size is small.

2. PLIP provides better image representations for training models



3. Text-to-image retrieval

Paradigm: Evaluation datasets:

Candidate pool



3. Text-to-image retrieval



Use cases:

• Search similar images
• Education
• Second opinion
• ……

Candidate pool

4. Image-to-image retrieval



9 tissue types 19 organ types 24 staining styles

PLIP retrieves clinically relevant cases

👈 Search engine is available online now.



PLIP can serve as a powerful search engine for medicine

👈 Search engine is available online now.



Example: retrieving amyloid beta IHC

👈 Search engine is available online now.

Top result:

Input image



PLIP facilitates knowledge sharing and clinical decision support.

Huang*, Bianchi* et al. Nature Medicine (cover story) 2023.



Augmenting LLM with tools
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https://octotools.github.io/

Pan Lu, Bowen Chen, Sheng Liu et al 2025



Questions We Want to Address

● To build an agent system
○ Train-free, user-friendly, scalable

○ General purposes

○ Domain-specific applications

● How the agent system behave in complex reasoning tasks?
○ Performance

○ Tool usage

○ Average steps v.s. maximal allowed steps

○ Full toolset v.s. Optimized toolset

○ Cost analysis
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Our Solution: OctoTools!
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We propose OctoTools, an open-source, 
versatile, and user-friendly agent-toolbox 
framework for complex reasoning tasks.

● Flexible task planning
● Multi-step problem solving
● Effective tool usage

● Comprehensive experiments
● Consistent performance gains
● In-depth study



The OctoTools Framework
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Tool cards: define tool-usage metadata, encapsulate heterogeneous tools
Planner: govern both high-level and low-level planning to address the global objective, refine 
actions step by step
Executor: instantiate tool calls by generating executable commands, save structured results in the 
context
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https://octotools.github.io/#tool-cardsTool Cards

https://octotools.github.io/


Extendable Toolbox
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Google_Search
Wikipedia_Knowledge_Searcher
Arxiv_Paper_Searcher
url_text_extractor

Image_Captioner
Text_Detector
Relevant_Patch_Zoomer
Advanced_Object_Detector

Python_Code_Generator

Generalist_Solution_Generator

Path_Generalist_Classifier
Pubmed_Search

pubmed_searcher
nature_news_fetcher

human_phenotype_ontology
medical_action_ontology
mondo_disease_ontology
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https://octotools.github.io/#visualization

https://octotools.github.io/


Task-Specific Toolset Optimization
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Google_Search
Wikipedia_Knowledge_Searcher
Arxiv_Paper_Searcher
url_text_extractor

Image_Captioner
Text_Detector
Relevant_Patch_Zoomer
Advanced_Object_Detector

Python_Code_Generator

Generalist_Solution_Generator



16 Benchmarks
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2 modalities
5 domains
4 reasoning types
• visual understanding
• numerical calculation
• knowledge retrieval 
• multi-step reasoning

Setups
• Each sampled 200 examples
• Report average accuracy from three trials
• GPT-4o (2024-08-16)
• 10 steps, 300 seconds



Comparisons with Baselines and Agentic Frameworks
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+10.6% +7.5% +7.3%



Main Results
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Comparisons with Other Agent Systems
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Setups
• Same toolset along with metadata
• Each sampled 200 examples
• Report average accuracy from three trials
• GPT-4o (2024-08-16)
• 10 steps, 300 seconds



Tool Usage Distribution 
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Number of Maximal Allowed Steps
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Performance tends to improve as the maximum 
number of steps increases, indicating the benefit 
of longer chains of multi-step reasoning.

• 1 to 4: modest
• 4-6: substantial gains
• Beyond 6: begin to plateau



Using a Weaker LLM

35



36

https://huggingface.co/spaces/OctoTools/octotools

https://huggingface.co/spaces/OctoTools/octotools


Using AI is financially and environmentally expensive



FrugalGPT improves over GPT-4o at a fraction of cost



FrugalGPT improves over GPT-4o at a fraction of cost



LLM cascade

Adaptively select which LLMs to use



FrugalGPT optimizes performance and cost tradeoffs

HEADLINES OVERRULING COQA



FrugalGPT optimizes performance and cost tradeoffs


