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Pathology is core to diagnosis and treatment planning

Pathologists often
encounter images that they
are not familiar with.




Much medical knowledge is shared on Twitter

Tim McCalmont

@mccalmo

Persistent MIS status post imiquimod therapy. For any novices out there,
it didn't work.

3:14 AM - Sep 4, 2023 - 1,087 Views

18 Likes  1Bookmark
O n Q Al &
@ Post your reply! "~ Repl
. Mariantonieta Tirado @tonitatirado - 59m
With adnexal involvement it’s unlikely for it to work.
O 0 < 1 i 13 &
. SkinMD13 @SkinMD13 - 5h
Hmm. Why would they be trialing it on MIS? Was the subtype deemed LM?
Q1 ] V] i 33 &
Q Tim McCalmont @mccalmo - 5h
Tidying up a margin seems likely
Q1 el V] it 43 &

Fernando Martin Moro
% ¥ @Fermartinmoro

High grade B cell ymphoma, bone marrow infiltration. Those
chromosomes want to escape! #cytopath #hemepath

8:13 AM - Aug 31,2023 - 2,158 Views

11 Reposts 45 Likes 3 Bookmarks

O 0 V) H

ﬁ Post your reply!

53

0 a7mad e« @a7madnono - Aug 31
Is it burkits lymphoma

O 1 e Q 2 it 141

! Fernando Martin Moro @Fer martinmoro - Aug 31
~

No! MYC, BCL2 and BCL6 rearrangements were negative. The patient was

diagnosed with HGBCL NOS
9] e Q1 il 85

@ Bread & Butter Haematology & @MorphologyAmigo - Aug 31

Looks Very Burkitty but High Grade NOS or double or triple HITs can look

like that too

Oh well RCODOX or PolaRCHP then &
9] i} Q 2 i 73

>

» Med Amine, MD
. @Drmerm

Incidental finding in appendix
#histopath #Glpath #PathTwitter #pathology

9:13 AM - Sep 3, 2023 - 4,258 Views

13 Reposts 1Quote 56 Likes 2 Bookmarks

© T Q K

g Post your reply!

Jan M Schilling, Dr. med. @jm schilling - 21h
Gravid Enterobius vermicularis with cuticular crests nicely visible on
background of inflammation?

(O8] o Q 4 227

g Med Amine, MD i @Drmerm - 20h

3

>

Exactly, Enterobius vermicularis adult worms show an outer eosinophilic

cuticle with lateral alae, worm gut and uterus filled with eggs inside.

] e’ Q 3 it 162

* Priti Agarwal MBBS MHS @pritiag - Sep 3
Enterobius eggs?

Q1 el Q 3 i 248

&

>



John Doe, MD
@pathtweet

Tumor metastasis found in colorectal cancer
lymph nodes #GlPath

Y EEe

O 1 Tl Q4

Jane Doe
Replying to @pathtweet
Macro metastatsis in colon!

© 1 Qs

\ J

)

Date range:

#Autopsy
#BloodBank
#blooducation
#BreastPath
#BSTpath
#CardiacPath
#ClinPath

#RenalPath
#SurgPath

32 Hashtags

2006-03-21

Creating OpenPath: >200K high-quality Twitter image-text pairs

2022-11-15
Text in English _
Not retweet (
Not sensitive |
*
Reply with Remove
most likes non-pathology
images
Not with

guestion mark
Text cleaning

=

Image—Text pairs

Largest public dataset of pathology image + discussions.

Huang®, Bianchi* et al. Nature Medicine 2023.



Creating OpenPath: >200K high-quality Twitter image-text pairs

Tweets Replies Tweets Replies Tweets Replies Tweets Replies

#Autopsy #derm ath #Gynpath EEIERIV #panc athm )
E VAR R Number of words in sentence
#BloodBank - 13 #EndoPath - 418 #HemePath JERaERERYL] #PathGME { 4 0 B /\ Dataset (median)
. , / A 1 Tweets (20)
#blooducation #ENTPath SRl #HPBpath{ 75 | 47 | #pathinformatics{ 6 0 0.06 - / \\ 1 Replies (15)
/
#patientblood 0054 | \ ] PathLAION (9)
#BreastPath R RPE:Y #EyePath | 600 | 264 #IDpath n?anagement' 1| o \

#BSTpath -EAIZEEEE #FNApath 4 221 | 74 #MolDx 1 90 | 3 #PediPath

#ForensicPath 4 166 | 78 #nephpath 4 90 | 32 #PulmPath

:-101

#GIPath -REREI:RIL) #NeuroPath -EREZNER L #RenalPath

0 10 20 30 40 50 60 70
- 10° Median for all datasets: 17 words

#Cytopath R P #GUPath SREZEXP #OralPath -RETZEN:EE #SurgPath

# of Tweets in each sub-area of pathology Median text length = 20 words.



Using Twitter to train the largest visual-language Al for pathology

Small infiltrative-looking small glands with crystal-
loid secretions are suspicious for prostatic adeno-
carcinoma.

Naevoid melanoma with atypia, poor maturation
and dermal mitoses.

Herd of Trichomonads set on a squamous epithe-
lial cell.

Image encoder

In
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In‘Tn
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‘ learning

Step K @ @“@
®
@i’

Huang*, Bianchi* et al. Nature Medicine 2023.



PLIP applications

|. Zero-shot classification.

2. Improved representation learning for downstream tasks.

3. Text-to-image retrieval

4. Image-to-image retrieval

Small infiltrative-looking small glands with crystal-
loid secretions are suspicious for prostatic adeno-
carcinoma.

. . . . Text encoder
Naevoid melanoma with atypia, poor maturation
and dermal mitoses.

T, T> g | eoo TN

Herd of Trichomonads set on a squamous epithe-
= - Iy LTy I;-T, I;:T5 --- I-Twn
- 12 12'T1 12'T2 12'T3 e IZ'TN

[ 13 I3'T1 I3’T2 I3-T3 ces 13'TN
Image encoder
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|. PLIP can perform zero-shot classification on new images

Text input:

An H&E image of %

-

S

tumor
adipose tissue
lymphocytes

epithelium

\

Image
encoder

Text
encoder

—

— ] 008 012 == 0.14

An H&E image of tumor.



PLIP can perform zero-shot classification on new images

Kather colon dataset
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DigestPath
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0.6 0.481
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0.0

External validation

datasets:
e Kather colon
e PanNuke

* DigestPath
* WSSS4LUAD

Metric: Fl score
(ranges 0-1, higher
the better)



PLIP can perform zero-shot classification on new images

PanNuke
_ mmm PLIP
Bladder B"e'du%drenal gland 10- CLIP baseline
Uterus =
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PLIP achieved superior Fl score on |16 out of 19 organs.

7 organs achieved reasonably high F| scores (> 0.8).
While the baseline CLIP performed only at FI = 0.3 ~ 0.6.



2. PLIP provides better image representations for training models

Linear classifier

Image
encoder
(frozen)

Metric: weighted F1 score

0
VN |lymphocytes
; 0

i o1 epithelium

\ Image embeddings

Use cases:

* Fine-tune model for
a task-specific
problem.

Kather colon

PanNuke DigestPath

WSSS4LUAD

Average

CLIP 0.797 (+0.006) 0.852 (+0.002) 0.753 (+0.009) 0.850 (+0.022) 0.813 (+0.043)
MuDiPath 0.825 (+0.001) 0.896 (+0.001) 0.827 (£0.007) 0.917 (+0.003) 0.866 (+0.041)
PLIP 0.877 (¥0.001)  0.902 (0.010)  0.856 (£0.008)  0.927 (+0.007)  0.891 (£0.028)
PLIP vs. CLIP 2.9e-9 9.4e-6 1.5e-7 1.5e-4 —
PLIP vs. MuDiPath 9.4e-12 0.249 6.2e-4 3.0e-2 —




2. PLIP provides better image representations for training models

a Kather colon (training split)
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Compared to end-to-end supervised
learning algorithm ViT-B/32.

PLIP achieves better performances.

The improvement is especially large
when the training set size is small.

—— PLIP image encoder
ViT-B/32



3. Text-to-image retrieval

Paradigm: Evaluation datasets:
2006-03-21 2022-11-15
( Training 2023-01-15
P Validation
Dataset: Example caption:
Input text: Carcinoma with enteroblastic differentiation.
Twitter: 2,023 Stomach, distal gastrectomy. HE and AFP.
= #Glpath
Normal colon mucosa in Text
i N . An H&E image of kidney with neoplasms and
colorectal H&E tissue. encoder - PathPedia: 210 P
. Tumor islands in the adjacent bone suggestive

of neoplastic osseous invasion (H&E, x10)

| PubMed: 1,419

Low-power view of a lobular growth pattern in
a chordoma.

0.11 Books: 558

Candidate pool



3. Text-to-image retrieval

Number of : Fold change
Dataset Sandidates Metric PLIP CLIP Random (PLIP vs. CLIP)
Twitter 2023
Precision@50 0.527 0.128 0.025
Precision@10 0.409 0.167 0.048 _
PathPedia 210
Precision@50 0.752 0.476 0.238 1.6
Precision@10 0.069 0.015 0.007
PubMed 1.419
Precision@50 0.206 0.082 0.035 _
Precision@10 _ 0.045 0.018
Books 558 o
Precision@50 0.659 0.165 0.090 _
5 10 15 20 >25 0 1 2 3 4 5 6

Fold change compared to random performances Fold change compared to CLIP performances



Input image:

4. Image-to-image retrieval

Image
encoder

0.75

0.62

0.23

Candidate pool

Use cases:

Search similar images
Education
Second opinion



Class retrieval accuracy

PLIP retrieves clinically relevant cases

Kather colon
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PLIP can serve as a powerful

Text-to-image retrieval:

pyramidal neuron in hippocampus

search engine for medicine

Image-to-image retrieval:

® Drop file here [ Browse files ]

Most relevant image (similarity = 0.9091):

Input image: mitotic figure




Example: retrieving amyloid beta IHC

Top result:

S

~& Search engine is available online now.

Misha Movahed-Ezazi, MD L 4
@MuishiePishi - Follow

Elderly patient with plaque and tangle
pathology. Classic granulovacuolar changes in
neurons of subsector CA1 of the hippocampus.
Numerous neuritic plaques and tangles.
#pathology #PathTwitter #MedTwitter
#Neuropathology #Neuropath #Autopsy
#forensics #Neurology #Neurosurgery

12:06 PM - Jul 25, 2022 ®
¥ 26 @ Reply (2 Copylink

Read more on Twitter



PLIP facilitates knowledge sharing and clinical decision support.

=D @

Rank: 1 Rank: 2
Similarity: 0.9836329221725464 Similari
Source: Twitter Source:
‘/"'7 | Raul S. Gonzalez,... W ‘
> @RaulSG... - Follow pATHOL
How comfortable are people with 30s
: diagnosing antibody-mediated Wha
g . " rejection in liver biopsies? I'm not and
Tissue: very comfortable, honestly. C4d likely
s, IHC is tricky. Photos are from the the t
PLIP squeStlon' one confirmed case I've seen, #live
which had lots of zone 1 acidophil .
This is an H&E stained image of the bodies. bit.ly/2YtypLf #pathology
#gipath

kidney, observed at a likely magnification
of 9.9x. The cell count in the image
amounts to approximately 738 cells. The
differential diagnosis points towards
renal cysts. Microscopic examination
reveals various findings, including
stromal reaction, necrosis, 10:14 AM - Mar 28, 2019 ®
granulomatous inflammation, edema,
vessel proliferation, glandular formation,
dysplasia, mucin production, mast cell Read 5 replies
infiltration, and margin involvement.

@56 @ Reply (9 cCo..

Huang*, Bianchi* et al. Nature Medicine (cover story) 2023.



Augmenting LLM with tools
R OctoTools

An Agentic Framework with Extensible Tools for
Complex Reasoning
Pan Lu* &%, Bowen Chen*, Sheng Liu*, Rahul Thapa, Joseph Boen, James Zou &

Stanford University
* Equal Contribution

https://octotools.github.io/

@ @ @ D [soution =
: Summarizer Answer
@ Image: "baseball.png"
| The image shows
Q: How many baseballs are there? Task ii e~ (2) Planner four blue buckets,
ask-specitic Action k} J Context each containing
Toolset five baseballs.

f 7/
@ @ & Optimization Therefore, there
Command p—-|</> = ’ ‘ Command & ]

-+
Generator ecutor OctoTools

(1) Tool cards

Action 0 Context [57)
Predictor Verifier &

are a total of 20
baseballs.

(3) Executor [

Pan Lu, Bowen Chen, Sheng Liu et al 2025

20



Questions VWe Want to Address

« To build an agent system

- Train-free, user-friendly, scalable

- General purposes

- Domain-specific applications

« How the agent system behave in complex reasoning

o

o

o

Performance

Tool usage

Average steps v.s. maximal allowed steps
Full toolset v.s. Optimized toolset

Cost analysis

Age_n't
@ — \ )
Toolkit

E oo J]
k tool )




Our Solution: OctoTools!

Ve propose OctoTools, an open-source,
versatile, and user-friendly agent-toolbox
framework for complex reasoning tasks.

(¢)]
o
1

58.5

9)
(%)
1

50.8

. Flexible task planning

. Multi-step problem solving
. Effective tool usage

Average Accuracy on 16 Tasks (%)

N N wn

<) 0 o
1 1

SN

©

N

. Comprehensive experiments e &
. Consistent performance gains T

° In-depth Stu d)l Figure 1. Performance comparison across 16 benchmarks. On
average, our OctoTools system achieves an average accuracy gain
of 9.3% over GPT-40 and 7.3% over LangChain.




The OctoTools Framewo

rk

y

9 9 e ( h
Query &,
i J

y
R Action
L Predictor

A Q (

agel
B

_Analyzer O
Image 'baseball.png" T

‘Q. How many baseballs are there? )

Task-specific

F&) [ﬁ Toolset
= & ' Optimization

v

[ Action ] K, J [ Context]

\ 4

) B8

(3) Executor [

Command
Generator

7

(1) Tool cards

\Verifier 2.

f

) 4 N\
Context 55‘% 0 Solution

Summarizer %
\_ J

A

(2) Planner

Command J

Executor
OctoTools

Tool cards: define tool-usage metadata, encapsulate heterogeneous tools

Planner: govern both high-level and low-level planning to address the global objective, refine

actions step by step

Executor: instantiate tool calls by generating executable commands, save structured results in the

context

v

Answer ]

.

The image shows
four blue buckets,
each containing
five baseballs.
Therefore, there
are a total of 20
baseballs.

23



Tool Cards

Image Captioner Tool: Metadata

tool_name="Image_Captioner_Tool",

tool_description="A tool that generates captions for images using OpenAI’s multimodal
model.",

input_types={
"image": "str - The path to the image file.",
"prompt": "str - The prompt to guide the image captioning (default: ’Describe this
image in detail.’”).",

o
output_type="str - The generated caption for the image.",

demo_commands= [
{
"command": ’execution = tool.execute (image="path/to/image.png")’,
"description": "Generate a caption for an image using the default prompt and
model."

"command": ’execution = tool.execute (image="path/to/image.png", prompt="Explain
the mood of this scene.")’,

"description": "Generate a caption focusing on the mood using a specific prompt
and model."

1,

user_metadata = {

"limitation": "The Image_Captioner_Tool provides general image descriptions but has
limitations: 1) May make mistakes in complex scenes, counting, attribute
detection, and understanding object relationships. 2) Might not generate
comprehensive captions, especially for images with multiple objects or abstract
concepts. 3) Performance varies with image complexity. 4) Struggles with
culturally specific or domain-specific content. 5) May overlook details or
misinterpret object relationships. For precise descriptions, consider: using it
with other tools for context/verification, as an initial step before refinement,

or in multi-step processes for ambiguity resolution. Verify critical
information with specialized tools or human expertise when necessary."

https://octotools.github.io/#tool-cards

& Generalist Solutioner

Base tool that answers general questi-
ons without using any external tools.

Metadata Code Example

2 Text Detector

Detect text with coordinates and confi-
dence scores in an image by EasyOCR.

Metadata Code Example

@ Google Search

Search the Google website for relevant
information based on a given query.

Metadata Code Example

* ArXiv Paper Search

Search arXiv for the latest literature
based on a given query.

Metadata Code Example

& Pathology Classifier

Classify H&E-stained pathology images
into one of the given options.

Metadata Code Example

i Image Captioner

Generate a caption for a given image
with a text prompt.

Metadata Code Example

® Object Detector

Detect objects in an image using the
Grounding DINO model.

Metadata Code Example

& URL Extractor

Visit the given URL and extract all text
from that page.

Metadata Code Example

i& PubMed Paper Search

Search PubMed for the latest literature
based on a given query.

Metadata Code Example

X More Tools ...

More tools can be added!

Metadata Code Example

& Relevant Patch Zoomer

Locate and zoom in relevant quarter
patches in an image given a question.

Metadata Code Example

€ Wikipedia Search

Search Wikipedia for relevant informa-
tion based on a given query.

Metadata Code Example

fii] Python Interpreter

Generate and execute Python code
snippets for basic calculations.

Metadata Code Example

« Nature News Search

Search the latest news articles from
the Nature website.

Metadata Code Example

24


https://octotools.github.io/

Extendable Toolbox

Google_Search A Path_Generalist_Classifier
Wikipedia_Knowledge_Searcher  www Pubmed_Search
Arxiv_Paper_Searcher <z

url_text _extractor

pubmed_searcher Publmed nature

nature_news_fetcher

Python_Code_Generator

human_phenotype_ontology
medical_action_ontology ‘HC

mondo_disease_ontology

900 *

Image_Captioner
Text_Detector
Relevant_Patch_Zoomer
Advanced_Object_Detector

Generalist_Solution_Generator

25



Wrong Prediction from GPT-40

There are a total of 19 baseballs across the four
buckets:
* The first bucket (top left) contains 4 baseballs.

* The second bucket (top right) contains 5
baseballs.

The third bucket (bottom left) contains 4
baseballs.

The fourth bucket (bottom right) contains 6
baseballs.

Adding them together: 4 + 5 + 4 + 6 = 19 baseballs.

Image Captioner Tool

@Image: "baseball.png"

Q: How many baseballs are there?

W © 3
D #

(1) Tool cards

Context

Query a Action 0\0’ (%)
Analyzer Predlctor Verifier

. Solution Answer
Summarizer % //

Task-specmc

[ Action K)J @

The image shows
four blue buckets,
each containing

(2) Planner

text

Toolset five baseballs.
Optimization Therefore, there
P 2D v are a total of 20
baseballs.
=0
[82?2?32? "WH Erocuor 52 ]
(3) Executor OctoTools

(Step 0: Query Analyzer

[ Step 1: Action Predictor

[ Step 2: Action Predictor

tool_description="A tool that generates
captions for images."

inputs={image, prompt}

outputs={str: "The generated caption."}

demos=tool.execute(image="image.png",
prompt="Describe the image.")

user_metadata={"limitation": "May make
mistakes in complex scenes & counting."}

Object Detector Tool
tool_description="A tool that detects
and saves objects in an image"
inputs={image, labels,threshold}
outputs={list: objects, scores, boxes}

demos=tool.execute(image="car.png",
labels=["car"])

user_metadata={"limitation": "May not

detect objects accurately."}

Summary: determine the total
number of baseballs in the image.

Required skills:

1. understanding and interpreting
visual content.

2. ability to operate and execute
commands using the tools.

3. evaluating tool outputs and
making decisions.

Relevant tools:
Image_Captioner_Tool

Object_Detector_Tool

Additional considerations:
Consider the limitations of each
tool, e.g., potential inaccuracies in
object detection in complex
scenes or object detection. Verify
results and be aware of the need
for supplementary tools for
precise counting.

Context: Image path: "baseball.png"

Sub-goal: Generate a description of the image to identify
baseballs and relevant objects.

Tool name: Image_Captioner_Tool

[ Step 1: Command Generator

Analysis: The task requires using Image Captioner Tool to
generate a description of an image to identify baseballs. The
metadata specifies that it needs an image path and a prompt.

Command: tool.execute(image="baseball.png",

prompt="Describe this image.")
.

Context: Image path: "baseball.png”
Sub-goal: Detect and count the number of baseballs.
Tool name: Object_Detector_Tool

Step 2: Command Generator

Analysis: The task requires detecting baseballs using Object

Command: tool.execute(image="baseball.png",
labels=["baseball"])

Detector Tool. It needs an image path and a 'baseball’ label.

Step 2: Command Executor

[ Step 1: Command Executor

The image shows four blue buckets, each containing five

Lbaseballs. Each bucket has a handle on the side.

" Step 1: Context Verifier

Completeness: Context provides a description of the image.
Inconsistencies: There are no inconsistencies.
Verification: Given limitations of Image Captioner Tool in
counting, verify the count using Object Detector Tool.
Ambiguities: There are no ambiguities.

Conclusion: CONTINUE 6

{ Oag8gp
"label": "baseball", o Kol Bl Rl B
"confidence score": ©.69, OHONSMeNe)
"box": [558, 48, 615, 107]

"saved_path”: "baseball_1.png" U & & B O

g = i

= DD

.

 Step 2: Context Verifier

Completeness: Context addresses the query using tools.
Inconsistencies: There are no inconsistencies in outputs.
Verification: Consistent results reduce need for verification.
Ambiguities: There are no ambiguities in the results.
Conclusion: STOP Q

26



Prediction from the OctoTool Framework

. Planner Components D Executor Components [:] Final Answer

Step O: Initial Plan from Query Analyzer

Step 1: Action from Action Predictor

Step 1: Command from Command Generator

Step 1: Result from Command Executor

Step 1: Verification from Context Verifier

Step 2: Action from Action Predictor

Step 2: Command from Command Generator

Step 2: Result from Command Executor

Step 2: Verification from Context Verifier

Full Trajectory in the Context

‘ Final Answer ‘

Summary: The query aimed to determine the number of baseballs in an image.
The process involved using two tools: an Image_Captioner_Tool to describe the
image and an Object_Detector_Tool to count the baseballs.

Detailed Analysis
Step 1: Image_Captioner_Tool

¢ Result: The image contains four blue buckets, each with five baseballs,
arranged in a grid pattern.

Step 2: Object_Detector_Tool
¢ Result: Detected 20 baseballs with varying confidence scores.
Key Findings

* The image contains a total of 20 baseballs, distributed evenly across four
buckets.

¢ Each bucket contains five baseballs, as confirmed by both tools.
Answer to the Query

The image shows four blue buckets, each containing five baseballs. Therefore,
there are a total of 20 baseballs.

Additional Insights

¢ The consistent results from both tools reinforce the accuracy of the analysis.

* The arrangement of the buckets and baseballs is clear and well-organized,
aiding in accurate detection.

Wrong Prediction from GPT-40

There are a total of 19 baseballs across the four
buckets:
¢ The first bucket (top left) contains 4 baseballs.

¢ The second bucket (top right) contains 5
baseballs.

¢ The third bucket (bottom left) contains 4
baseballs.

¢ The fourth bucket (bottom right) contains 6
baseballs.

Adding them together: 4 + 5 + 4 + 6 = 19 baseballs.

https://octotools.github.io/#visualization
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Task-Specific Toolset Optimization

Google_Search
Wikipedia_Knowledge_Searcher  www
Arxiv_Paper_Searcher -~
url_text_extractor

Python_Code_Generator

Image_Captioner
Text_Detector
Relevant_Patch_Zoomer
Advanced_Object_Detector

KR ¢.'.
Generalist_Solution_Generator f

Suggested
CUIET '. @ tool set*
|
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| 6 Benchmarks

Datasets Modality Domain B2 B @®
VQA 2.0 Vision General v

Hallusion-VD Vision General v
AlgoPuzzleVQA Vision General v v
PuzzleVQA Vision General v

Game of 24 Text Mathematical v v
Omni-MATH Text Mathematical v /
CLEVR-Math Vision Mathematical v

MathVista Vision Mathematical v v V V/
GPQA Text Scientific v /
MMLU-Pro Text Scientific v /
SciFIBench Vision Scientific v v
MedQA Text Medical v
PathCLS Vision Medical v v
PathVQA Vision Medical v /
SLAKE Vision Medical v v
GAIA-Text Text Agentic v v /

2 modalities
5 domains
4 reasoning types

visual understanding
numerical calculation
knowledge retrieval

multi-step reasoning

Setups

Each sampled 200 examples

Report average accuracy from three trials
GPT-40 (2024-08-16)

10 steps, 300 seconds
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Comparisons with Baselines and Agentic Frameworks

Datasets Modality Domain B2 B & @
VQA 2.0 Vision General v

Hallusion-VD Vision General v
AlgoPuzzleVQA Vision General v v
PuzzleVQA Vision General v

Game of 24 Text Mathematical v v
Omni-MATH Text Mathematical v /
CLEVR-Math Vision Mathematical ¢

MathVista Vision Mathematical v v Vv /
GPQA Text Scientific v /
MMLU-Pro Text Scientific v /
SciFIBench Vision Scientific e Ve
MedQA Text Medical v
PathCLS Vision Medical v v
PathVQA Vision Medical v /
SLAKE Vision Medical v v
GAIA-Text Text Agentic v v /

[¢)]
o
1

+10.6%  +7.5% +7.3% 58.5

a2

>
)
v
©
|_
© 55 A
—
c
o 50.8 51.0
>
@ 504 49.2
| S
> 47.9
v
O
<C
>
S 45
—
g
<
40 T
’vo é\ Q '\Q >
& < & N
«zb‘o &Vo’ ’b(\
NV
S S

Figure 1. Performance comparison across 16 benchmarks. On

average, our OctoTools system achieves an average accuracy gain
of 9.3% over GPT-40 and 7.3% over LangChain.
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Main Results

Datasets Modality Domain =2 B @ | 0-shot CoT OctoTools (1) OctoTools | A (0-shot) A (CoT)
VQA 2.0 Vision General e 50.3+1.0 48.7+03 47.2 +038 54.5 +0.0 +4.2 +5.8
Hallusion-VD Vision General v 52.0+10 533421 59.0 +0.0 63.3+209 +11.3 +10.0
AlgoPuzzleVQA Vision General e v | 41.3+03 427 +10 44.0 +0.9 48.7 +023 +7.4 +6.0
PuzzleVQA Vision General e 522410 54.0+13 59.3 +0.8 61.0 +05 +8.8 +7.0
Game of 24 Text Mathematical v v | 222425 333415 37.8 £33 44.7 +2.8 +22.5 +11.4
Omni-MATH Text Mathematical v / 27.0+00 29.3+13 30.2 +0.6 32.2 +038 +5.2 +2.9
CLEVR-Math Vision Mathematical v vV 64.5+30 T5.2+15 68.8 +0.8 79.0 0.9 +14.5 +3.8
MathVista Vision Mathematical v v v V | 593408 595+15 63.0 +13 64.3+1.0 +5.0 +4.8
GPQA Text Scientific v vV | 537+19 523420 53.7 +25 54,7 +13 +1.0 +2.4
MMLU-Pro Text Scientific v v | 71.7+03 70.3 +06 71.5+13 73.7 +1.3 +2.0 +3.4
SciFIBench Vision Scientific v e 72.5 +00 75.0 £09 77.3 +028 78.3 0.6 +5.8 +3.3
MedQA Text Medical v 84.5+10 84.8+06 92.8 +0.6 91.5+138 +7.0 +6.7
PathCLS Vision Medical v Ve 36.0 +09 37.5+138 37.0+138 58.2 +13 +22.2 +20.7
PathVQA Vision Medical v v /| 320+18 27.8+18 43.5 +2.6 49.2 +1.2 +17.2 +21.4
SLAKE Vision Medical e ve 59.3+1.0 60.3 +06 59.2 +138 63.8 +1.4 +4.5 +3.5
GAIA-Text Text Agentic v / V| 87408  84+0s 9.7 +0.9 184 +12 | 427 +100
Average (%) . - S - - -] 492 50.8 53.4 585 | ( +9.3 ) ( 77 )
N



Comparisons with Other Agent Systems

Datasets AutoGen GPT40-Plugin LangChain OctoTools
VQA 2.0 46.0 1.0 45.5 £0.9 54.0+10 54.5+00
Hallusion-VD 52.7 +4.7 57.0+1.7 53.7 +31  63.3 +29
AlgoPuzzleVQA 44.0 1.0 44.5 +0.5 427 +28 48.7 +03
Puzzle VQA 40.0 +2.3 5285 ¥28 53.5+78 61.0 05
Game of 24 242 +24 34.5 +23 18.3 +4.1  44.7 +238
Omni-MATH 28.5 +13 22.8 £1.8 29.7 +06 32.2+0.8
CLEVR-Math 69.5 +39 71.2+1.0 69.2 +46  79.0 +0.9
MathVista 24.7 £2.5 54.5 +2.0 55.7+03 64.3+10
GPQA 48.7 +2.9 45.8 +2.6 522 +12 54.7+13
MMLU-Pro 65.0 25 65.8 +2.4 703 +12 73,7 +13
SciFIBench 70.0 £22 68.8 +3.2 77.0+05 78.3+06
MedQA 83.7 £2.8 84.8 +0.3 73.7+06 91.5+18
PathCLS 58.0 £1.3 58.2 106 56.3+13 58.2+13
PathVQA 42.7 +0.8 42.8 +2.3 457 +44 492 +12
SLAKE 62.2+18 59.7 +1.9 59.34+08 63.8+14
GAIA-Text 6.3 +0.8 7.9 408 7.6+12 184 +12
Average (%) 479

51.0 (?1?) fss.si
— U

Setups

Same toolset along with metadata

Each sampled 200 examples

Report average accuracy from three trials
GPT-40 (2024-08-16)

10 steps, 300 seconds
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Tool Usage Distribution
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OctoTools (ours) AutoGen 40 -
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GPT-Functions LangChain

Generalist_Solution_Generator
Image_Captioner
Relevant_Patch_Zoomer
Text_Detector
Wikipedia_Knowledge_Searcher
Google_Search
Url_Text_Extractor
Python_Code_Generator
Path_Generalist_Classifier
Pubmed_Search

Others



Number of Maximal Allowed Steps

(@)
o

Performance tends to improve as the maximum
number of steps increases, indicating the benefit
of longer chains of multi-step reasoning.

u
O
1

9]
)
1

1 to 4: modest
4-6: substantial gains
Beyond 6: begin to plateau

9}
~
1

Average Accuracy on 16 Tasks (%)
(92}
(@)

9]
()]

1 2 4 6 8 10
Maximum Steps

Figure 5. Average accuracy across 16 benchmarks with respect to
maximum allowed reasoning steps in OctoTools. Performance
generally improves with more steps and plateaus.
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Using a Weaker LLM

60
GPT-40-mini B OctoTools (1)
- BN GPT-40-mini (CoT) I OctoTools
+7.3
+7.1 +6.5

(O]
o
1

Average Accuracy (%)
N
(0

40 ~
35 1
30 -
6) 0) an (1) 0) 1)
-t visior N Ca\CU\aﬂon \\mo‘N\edge ON\u\’c\—sﬂ"p N

Figure 7. Performance of OctoTools on 16 tasks and various cate-
gories using a weaker LLM, GPT-40-mini.

Datasets Modality Domain =2 B @&
VQA 2.0 Vision General v

Hallusion-VD Vision General ve
AlgoPuzzleVQA Vision General v v
PuzzleVQA Vision General v

Game of 24 Text Mathematical e ve
Omni-MATH Text Mathematical v /
CLEVR-Math Vision Mathematical ¢

MathVista Vision Mathematical v v Vv V/
GPQA Text Scientific 7/
MMLU-Pro Text Scientific v /
SciFIBench Vision Scientific ve v
MedQA Text Medical v
PathCLS Vision Medical e v
PathVQA Vision Medical v 7/
SLAKE Vision Medical e v
GAIA-Text Text Agentic v v /
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e

& Spaces ® OctoTools/ octotools © ®like 2 % RunningonA106 = Logs s App ‘I Filess ¢ Community Settings

& Chat with OctoTools: An Agentic Framework with Extensive Tools for Complex Reasoning

OctoTools is a training-free, user-friendly, and easily extensible open-source agentic framework designed to tackle complex reasoning across diverse domains. It introduces standardized tool cards to encapsulate tool functionality, a planner for both high-level and low-level planning,
and an executor to carry out tool usage.

Website | Github | arXiv | Paper | Tool Cards | Example Visualizations | Discord

(3 Upload an Image (Optional) X & Step-wise Problem-Solving Output 5 that must elapse until no cell has a fresh kiwi? SaR|
HLM Model = Image Uploaded
gpt-40 v
& Reasoning Steps from OctoTools (Deep Thinking...)
Max Steps 8 s - & Step 0: Query Analysis
) ~ @ Step 1: Action Prediction (Image_Captioner_Tool)
Max Time (seconds) 240 S

]

2 Step 1: Command Generation (Image_Captioner_Tool)
60 G 300

l

X Step 1: Command Execution (Image_Captioner_Tool)

Selected Tools

) . - @ Step 1: Context Verification
Generalist_Solution_Generator_Tool

Analysis: The task involves analyzing a 3x3 grid from an image to determine how fresh kiwis become rotten over time. The selected tool
is the Image_Captioner_Tool, which can generate captions based on the image content. This tool requires an image path and optionally a
prompt to guide the captioning. The image path is provided in the query as 'solver_cache/20250219_113812_9a7459c9/query_image.jpg".
The sub-goal is to manually analyze the grid, so the prompt should focus on describing the grid's initial state, specifically noting the
positions of fresh and rotten kiwis.

Image_Captioner_Tool

Object_Detector_Tool

Relevant_Patch_Zoomer_Tool S O R Conclusion: STOP

Text_Detector_Tool .
Question (Required) #= Upvote = Downvote

Python_Code_Generator_Tool . . X L . -

You are given a 3 x 3 grid in which each cell can contain either no kiwi, one fresh kiwi,
or one rotten kiwi. Every minute, any fresh kiwi that is 4-directionally adjacent to a (= Comment (Type and press Enter to submit.)
rotten kiwi also becomes rotten. What is the minimum number of minutes that must
elapse until no cell has a fresh kiwi?

ArXiv_Paper_Searcher_Tool

add a )% comments here hanks for u
Google_Search_Tool

Nature_News_Fetcher_Tool = ,
- - - Submit and Run

Pubmed_Search_Tool https://huggingface.co/spaces/OctoTools/octotools
URL_Text_Extractor_Tool . Try these examples with suggested tools.

. ) = Examples
Wikipedia_Knowledge_Searcher_Tool

Category Upload an Image (Optional) Question (Required) Selected Tools Reference Answer

Select All Tools
How many r letters are in the word

Logical Reasoning strawberry?

Generalist_Solution_Generator_Tool, Python_Code_Generator_Tool 3
Clear All Tools


https://huggingface.co/spaces/OctoTools/octotools

Using Al is financially and environmentally expensive

+} Model: GPT-4

How much energy does it cost to generate each token by you?

As of my knowledge cutoff in September 2021, OpenAl had not publicly provided specific
numbers on the energy consumption of GPT-3 or any of its predecessor models per token

generated.

It's important to note that the energy cost of running these models depends on several

factors:

1. Hardware specifications: More powerful hardware often uses more energy, but it can also

process tasks more efficiently.

2. Model size and complexity: Larger models like GPT-3 require more computational
resources, and thus more energy, to run.

3. Server efficiency and cooling: These models run in data centers, where cooling systems,
server efficiency, and even the source of electricity can significantly affect overall energy
consumption.

4. Model optimization and fine-tuning: The more optimized the model is, the less

computation (and therefore energy) it needs to generate a response.



Frugal GPT improves over GPT-40 at a fraction of cost

=& FrugalGPT
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Frugal GPT improves over GPT-40 at a fraction of cost
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(c) Response Time Distribution
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LLM cascade

GPT-J GPT-3 GPT4
camouflage ————— > camouflage

accept answer

Q: What helps prey hide? —> ——  >»{ camouflage

Adaptively select which LLMs to use



Frugal GPT optimizes performance and cost tradeoffs
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HEADLINES OVERRULING COQA



Frugal GPT optimizes performance and cost tradeoffs

Table 2: Cost (USD) savings by Frugal GPT to match the best individual LLM’s performance.

Cost to reach the same accuracy
Dataset Best invidual LLM Best individual LLM | FrugalGPT Cost Savings
HEADLINES GPT-4 33.1 0.6 98.3%
OVERULLING GPT-4 9.7 2.6 73.3%
COQA GPT-3 72.5 29.6 59.2%
AGNEWS GPT-4 64.6 15.9 75.4%
SCIQ GPT-3 132.4 63.1 52.3%




