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- Concisely: systems that improve their performance in a given 
task, through exposure to experience, or data.
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Traditional computer programming approach: 
Write rules to process the inputs to produce the outputs







(Supervised) machine learning approach:
Collect a dataset of examples linking inputs to outputs, 

and search for (i.e., learn) a function that can accurately 
map this data of inputs to the correct outputs
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“Supervising” the learning by providing the 
right answers!

A model is defined entirely by its parameters and the 
operations between them.

Machine learning research involves discovering algorithms 
and techniques for finding “good” values of parameters 

that map accurately from input to output



Zooming back out… supervised machine learning

- Once we have performed supervised machine learning and 
obtained a “trained” model, the model can be used to take 
new inputs, and produce new outputs (predictions)

- This replaces the need for the hand-written rules in 
traditional computer programming!









?





?





Going deeper into some machine learning terminology...



















Model training
Training loop:
1. Start the program, initialize model with random function

- Set model best performance = 0
2. Expose the model to training examples, to update function
3. Evaluate the function on the validation set

- If performance > previous best, update this and save model
4. Repeat steps 2 and 3 until validation performance no longer improves
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Model training
Training loop:
1. Start the program, initialize model with random function

- Set model best performance = 0
2. Expose the model to training examples, to update function
3. Evaluate the function on the validation set

- If performance > previous best, update this and save model
4. Repeat steps 2 and 3 until validation performance no longer improves

Hyperparameter tuning: repeat training loop for various hyperparameter settings 
(design choices in program and model)

Assess final model performance on test set



More on input features: numeric data representing the input, 
that are given to the model in order to make a prediction
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Examples of machine learning tasks corresponding to 
different types of desired outputs (labels)



Let’s look at some first examples of traditional machine 
learning algorithms for these tasks







Example: 
linear 
regression 
algorithm to 
learn a 
(linear) 
function















































Different paradigms of machine learning

- Supervised learning
- Unsupervised learning
- Reinforcement learning 



Different paradigms of machine learning

- Supervised learning
- Unsupervised learning
- Reinforcement learning 



Unsupervised learning:
Finding patterns and underlying structure in unlabeled 
data as opposed to those with pre-determined labels







Reinforcement learning:
Paradigm of model as an “agent” interacting with an 

environment, continuously observing the current state of 
the environment and making decisions based on it















Summary

Today we covered:
- The machine learning paradigm, and machine learning vs. traditional 

computer programming
- ML terminology and the ML training loop
- First ML models for regression (linear regression) and classification 

(logistic regression)
- Different machine learning paradigms: supervised learning, 

unsupervised learning, reinforcement learning

Coming up: Diving deeper into traditional methods for supervised learning, 
and then deep learning methods


