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Abstract

Newton’s method is one of the most famous numerical methods. Its origins,
as the name suggests, lies in part with Newton, but the form familiar to us
today is due to Simpson of “Simpson’s Rule” fame. Originally proposed to
find the roots of polynomials it was Simpson who proposed using it for general
nonlinear equations and for its use in optimization by finding a root of the
gradient. Here we discuss Newton’s method for both of these problems with
the focus on the somewhat harder optimization problem. A disadvantage of
Newton’s method, in its original form, is that it has only local convergence
unless the class of functions is severely restricted. Much of the discussion here
will be about the many ways Newton’s method may be modified to achieve
global convergence. A key aim of all these methods is that once the iterates
become sufficiently close to a solution the method takes Newton steps.

Keywords: nonlinear equations, optimization methods, modified Newton.

1 Introduction

As noted Newton’s method is famous. Type it into the search in Youtube and
you will get 144 videos with one having had over 30,000 hits. Despite its historic
origins it would not be so well known today were it not for its widespread utility.
It lies at the heart not just of methods to find roots, but also many other methods
such as those for solving partial differential equations. Even Karmakar’s geometric
based algorithm [9] for linear programming that had such acclaim when it was
discovered was subsequently shown in [8] to be equivalent to Newton’s method
applied to a sequence of barrier functions. Newton’s method also serves as a model
for other algorithms. It has a theoretical purpose enabling rates of convergence to be
determined easily by showing that the algorithm of interest behaves asymptotically
similarly to Newton’s method. Naturally a lot has been written about the method
and a classic book well worth reading is that by Ortega and Rheinboldt [11]. Other
books that cover the material here and much more are [7], [2], and [10].

There would not be so much to read were it not for the fact that Newton’s
method is only locally convergent. Moreover, as in most cases of algorithms that
are only locally convergent it is usually not known apriori whether an initial estimate
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is indeed close enough. Ideally algorithms should be globally convergent (converge
from an arbitrary initial point). However, it should be remembered that proofs of
global convergence do need assumptions about the character of the problem that
may not be verifiable for specific problems.

There are many approaches to incorporating Newton’s method into a more com-
plex algorithm to ensure global convergence and that is the issue we focus on here.
It is somewhat more difficult to deal with the case for Newton’s method to mini-
mize a function rather than solving a system of nonlinear equations, so it is that
class of problems that we give our main attention. Note that solving f(x) = 0 can
be transformed into the minimization problem min, 3 f(z)7 f(z), but minimizing a
function cannot be transformed into solving a system of equations. Simply finding a
stationary point by equating the gradient to zero does not do the job. Consequently,
Newton’s method for optimization, in addition to the deficiencies faced when solving
systems of equations, needs to be augmented to enable iterates to move off saddle
points. This is the key augmentation that is needed for minimization problems.

Note that there may not be a solution to f(z) = 0. Any algorithm will fail
in some sense on such problems. It is useful to know how it fails and, should it
converge, what are the properties of the point of convergence. Identifying a solution
of a minimization is more problematic. We may converge to a point for which we
can neither confirm the point is or is not a minimizer. That is a another instance
of why minimization is a more difficult problem.

Much is made, and rightly so, of Newton’s method having a rapid rate of con-
vergence. However, while little can be proved, observations show that when Newton
method converges it usually behaves well away from the solution. It is the fact that
it is a good local model of the behavior of a function that its popularity and success
can be attributed. It is also the reason why alternative methods endeavor to emu-
late Newton and why it is worthwhile trying to preserve the elements of Newton’s
method when modifying it to be robust.

We start by addressing the problem in one variable. While it does not highlight
all the issues it does illustrate the critical issue of local convergence being the best
that can be achieved. In some of the text we drop the indices that denote the
iteration when doing so does not cause confusion.

2 Functions of one variable

Newton’s method for finding the root of a function of one variable is very simple to
appreciate. Given some point, say, xj, we may estimate the root of a function, say
f(x), by constructing the tangent to the curve of f(z) at x; and noting where that
linear function is zero. Clearly for Newton’s method to be defined we need f(x) to
be differentiable, otherwise the tangent may not exist. Figure 1 shows a single step
of Newton’s method. Figure 2 illustrates that Newton’s method may not give an
improved estimate.

Algebraically the method is that of approximating the nonlinear function at
the current iterate by a linear one and using the location of the zero of the linear
approximation as the next iterate. Consider
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Figure 1: The tangent to f(z) at xj may be poor.

f(x) = ax + 0,

where a and b are scalars. Since the two function values and their gradients are
equal at xj, we have a = f, = f/(xx) and b = f;, — fLx), giving

f(z) =~ fix + fx — frok.
It follows that the zero of the linear function, say xy1, is given by

Tpp1 = Tk — [/ fr- (1)

We can now repeat the process replacing z, by xpy1, which is Newton’s method
for finding the zero or root of a function of one variable. Note that the iteration
given by (1) is only defined if f; # 0 and it is this issue that is the flaw in Newton’s
method. It is not only when f; = 0 that is a cause of concern. If |f]| is small
compared to |fx| then the step may be so large as to make the new iterate a much
worse approximation. It is not hard to construct a sequence of iterates that cycle.

Theorem 1.1 (Local convergence of Newton’s method). Let f(z) be a
univariate continuously differentiable real-valued function on an open convex set
D C IR'. Assume that f(z*) =0 for some 2 C D and that f'(z*) # 0. Then there
exists an open interval S C D containing ¥ such that, for any zo in S, the Newton
iterates (1) are well defined, remain in S and converge to '

Proof. Let o be a fixed constant in (0,1). Since f’ is continuous at #* and f’(2*)
is non-zero, there is an open interval S = (x* — e, + €) and a positive constant p

such that .

o <noand |f'(y) = fl(@)] < a/p (2)
()]
for every z and y in S. Suppose that x;, € S. Since f(2*) = 0, it follows from (1)
that

o — w1 = (fi — F(@) = frlzr — 2))/ i
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Hence the first bound in (2) implies
w1 — | < plfy = F(@) = filag — ).

From the integral mean-value theorem we have

1
Far) — F@) - fllag —a*) = /0 (' + € — 7)) — fi(ax — 7)) d.

Hence,

0<¢<1

a4 — 2| < u{ max [ (2 + (ar, — o)) - fm}m -, (3)

Thus, the second bound in (2) gives
jwpir — 2| < alzg — 2|

provided zj € S. Since a < 1 and zg € S, this last inequality implies that x; € S
for k =1,2,..., and that {z}} converges to 2% &

Theorem 1.2. (Rate of convergence of Newton’s method). If the conditions
of Theorem 1.1 hold, then the sequence {xy} generated by Newton’s method converges
g-superlinearly to «* Moreover, if f'(x) is Lipschitz continuous in S, where S is
defined by Theorem 1.1, with

(@) = f@) <Alz -], zes, (4)

for some constant v > 0, then the sequence converges q-quadratically to x*

Proof. The linear convergence of the sequence {x}} to 2* is established in Theorem
1.1. Define

b1 = uf o 196" + on = 29) — i1}, o)

<£<1

and assume that xg € S, with u defined as in Theorem 1.1. The continuity of f’
and the convergence of {z}} to ¥ imply that 3, converges to zero. Since (3) can
be written as

|21 — 2| < Byl — 2],

the definition of q-superlinear convergence to 2™ is satisfied by {z;}. Let £ denote
the value of ¢ for which the maximum in (5) is achieved, and let y}: denote 2™ +
& (v, — ). Then

() = Fil < £ () = £/ + £ = il (6)
Applying (4) in (6) and (5) gives

Br < 2|z — 2.
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Hence, {z}} satisfies the definition that the rate of convergence to z* is at least
quadratic. 1

It should be stressed that Newton’s method can converge even if f/(2*) = 0. For
example, suppose f(x) = z3. Clearly ¥ = 0. The Newton iteration is:

Thol = Tk — a:i/(i%xi) = 2xy/3,

which obviously converges to 0, but at a linear rate. We can see from Figure 2 that
simply shifting the function to be 22 — 1 does not result in such a smooth set of
iterates, although in that case when it converges it does so at a quadratic rate. What
this example also illustrates is that the interval of fast convergence may well be small
when f/(2*) is small. In the example above 2™ is a point of inflection. It could well be
that 2 is a local minimizer or a local maximizer of f(z) in which case there exists a
neighboring function that does not have a zero in the neighborhood of #*. Typically
when problems are solved numerically the best that can be achieved is to solve
exactly a neighboring problem. Even if the iterates converge numerically to a point
for which |f(z)| is small there will remain some uncertainty as to whether a zero
exists when f/(2*) is also very small. In the case where the function changes sign at
«* this may be checked. More importantly knowing an interval for which the sign of
the function at the end points are different provides a means of modifying Newton’s
method to enable it to find a zero. Specifically when the Newton step lies outside
the interval it needs to be replaced by a point in the interval. A more sophisticated
approach is to replace the Newton step even when it lies in the interval. Since we
are taking the Newton step from the better to the two end points we “expect” the
next iterate to be close to that point.

2.1 A hybrid algorithm

If an interval is known, say [a, b], at which sign(f(a)) = -sign(f(b)) then a zero may
be found by the method of bisection. The function is evaluated at the midpoint of
the interval and the end point of the same sign then discarded to give a new interval
half the previous size. The bisection point is optimal in the sense it gives the best
worse case performance. This approach may be combined with Newton’s method by
discarding the Newton iterate whenever it lies outside of the interval in which it is
known a root lies. Some care needs to be exercised to ensure the algorithm converges
and to ensure that the convergence is not very slow. For example, we need to reject
the Newton iterate even if it lies within the interval if it is very close to an end
point. When performing bisection alone the optimal placement of the new iterate
is the midpoint. When combining the method with Newton we are assuming that
eventually Newton’s method will make bisection steps unnecessary. If the bisection
step is such that the best iterate remains the same then at the next iteration we will
perform yet one more bisection step. Consequently, we may wish to choose instead
a point that looks more likely to replace the best iterate my making it closer to the
that iterate than the bisection point.
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2.2 Modifying Newton’s method to ensure global convergence

In one variable the hybrid algorithm described above is likely the best way to go.
However, interval reduction does not generalize to n dimensions so it is worthwhile
to discuss other means of making the method more robust. A necessary feature
we need to ensure is the existence of the iterates. One way of achieving that is to
replace the Newton iteration whenever |f;| <, where ¢ > 0. For example,

T = 2k — [r/5, (7)

where § = sign(f;)0 if |f.| < 6, otherwise 8 = f;. This modification alone does
not ensure convergence. What is needed is something that ensures the iterates are
improving. One means of defining improvement is a reduction in f(x)?. We could
have chosen |f(x)|, but f(x)? has the advantage of being differentiable. The basic
idea is to define the iterate as

Tpp1 = 2k — apfr/ B, (8)
where a4, is chosen such that f,? 11 < f,f We need something slightly stronger to
prove convergence, but it is enough to choose aj = %], where j is the smallest

index > 1 such that f(xp + %Jfk/5)2 < f2. Determining oy, is a common procedure
in n—dimensional problems and more elaborate and more efficient methods are
known than the simple backtracking just described. However, they also require
more elaborate termination conditions, which we discuss later.

2.3 Minimizing a function of one variable

Consider now the problem of

mxin f(x).

As noted earlier we could apply Newton’s method to g(x), where g(z) = f/(z). The
Newton iteration is then given by

Tkl = Tk — G/ G- 9)

Clearly, we can only expect this iteration to converge to 2™, where g(z*) = 0.
However, if ¢’(z*) < 0 we would know that ™ is a maximizer and not a minimizer.
Another interpretation is that we are approximating f(x) by a quadratic function,
for example

flx) ~ %a:ﬂz +bx +c.

The parameters a,b and ¢ may be determined by the three pieces of information
fr,gr and g;. The next iterate is defined to be the minimizer of this quadratic
function. However, when a = g < 0, the quadratic function does not have a
minimizer. Even when a = 0, unless b = 0, this function does not have a minimizer.
An essential first step then is to define the Newton iteration for minimizing a function
as a modification to (9), namely

Trr1 = Tk — g/ |95l (10)
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In essence we reverse the step when g is negative and go in the direction away from
the maximizer. To amend the algorithm when |g)| = 0 or is very small we can make
the same changes as in (7) except § = 0 if |g}| < J, otherwise 5 = |g,|. Also «y, is
chosen to reduce f(x) rather than g(z)”g(z). However, there is one more case to
consider and that is if g = 0. In this case, if g}, = 0, we may not be able to make
progress. If g, < 0 then we are at a maximum and a tiny step in either direction
from zj, will produce a new iterate xx11 such that fry1 < fi.

As in the case of finding a zero we could also combine Newton with an interval
reduction algorithm such as bisection. We know a minimizer exists in an interval
[a,b] if g(a) > 0 and g(b) < 0. Consequently, we can always maintain an interval
containing a minimizer by discarding the appropriate end point. There is a minor
complication if g(x) = 0 at the new point. Also if there is more than one minimizer
in the interval there may be a choice.

3 Functions with n variables

The extension to n variables is straightforward. The Newton iteration for f(z) =0
becomes

Trr1 = ok — T ' s (11)
where J, = J(zy), and J(x) is the Jacobian matrix of f(x). Likewise, the iteration
for min, f(z) is

Tp1 =k — Hy g, (12)

where Hy, = H(zy,), and H (z) is the Hessian matrix of f(x). Obviously the iterations
are only defined if the relevant inverses exist. The conditions for convergence and for
the rate of convergence to be at least quadratic in the n-dimensional case is similar
to that for the one-dimensional case. Rather then an interval we now require J(z)
(and H(z)) to be nonsingular in a ball about 2. Despite being in n-dimensions the
Taylor expansions used in the proofs are still in one dimension since we are relating
ZTr+1 to xp along the vector connecting them.

Rather than define the iterations as in (11) and (12) it is more typical to define
them as

Tk+1 = Tk + Dk

where pj. is thought of as the “Newton step”. When modified as

Th4+1 = Tk + QD

then the Newton step py is viewed as a search direction and the scalar o > 0 is the
steplength. We are considering the Newton step as a trial to be rejected if it proves
worse (in some sense) than the current approximation.

Rather than using inverses we define py as the solution of a system of linear
equation, which for solving f(x) = 0 becomes

Jepk = — [k,
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and for minimizing a function
Hypr = —gr.-

In the case of minimizing, the iteration only makes sense when Hj, is positive definite.
Unlike spotting whether g, is positive, determining whether a matrix is positive
definite is nontrivial. Since Hj, is symmetric if it was know to be positive definite
we would usually determine p; using Cholesky’s algorithm. The algorithm can fail
when Hy, is indefinite and it is that failure that is the simplest way of determining
whether or not Hj, is positive definite.

4 Linesearch methods

Cast in the manner above Newton’s method may be viewed to be in the class of
linesearch methods for minimizing a function (see [7]). From now on we shall treat
the problem of f(z) = 0 as min, 3 f(2)7f(z). A key requirement for linesearch
methods is that p is a direction of sufficient descent, which is defined as

g,fpk

Tt < —, (13)
ll g ||

where € > 0, and ||a||> = a”a. This condition bounds the elements of the sequence
{pr} from being arbitrarily close to orthogonality to the gradient. Typically methods
are such that py is defined in a manner that satisfies (13) even though an explicit
value of € is not known.

The other key requirement is that the steplength «; is chosen not to be too large
or too small. This may be achieved by a suitable termination condition in the search
for ;. The termination criteria used in the optimization routine SNOPT (see [6])
is:

\g(zr, + apk)pr| < —ngipr, (14)

where 0 < n < 1. Typically 7 is chosen in the range [.1,.9]. This termination
criterion ensures the step «y is not too small. Usually it will also ensure it is not
too large. However, to be absolutely sure we need an additional condition and

flay + apr) < fi + pag(ey + apr) 'pr, (15)

where 0 < p < % will suffice. Typically p is chosen quite small and as a consequence
this condition is almost always satisfied once (14) is satisfied. To find a step that
satisfies (14) one can search for a minimizer along pj and terminate at the first point
(14) is satisfied. Since we are generating iterates that decrease f(z) it follows that
(15) is satisfied with p replaced by e > 0.

It can be shown that under modest assumptions linesearch methods as described
generate a sequence such that limy_, g, = 0. For nonlinear equations, since g =
Jgfk it implies f, — 0 provided J* is nonsingular. In the minimization case we are
only sure we are at a minimizer only if lim H;, = H™ and H™ is positive definite.
When H* is positive semidefinite with at least one zero eigenvalue and when higher
derivatives of f(z) are unknown there is usually nothing further that can be done
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to confirm the iterates have converged to a minimizer. Indeed it is not known just
how many orders of higher derivatives will be needed to resolve the issue.

A more general issue is what do in any iteration when either Jj is singular or
H;. is indefinite since under such circumstances the Newton step is not necessarily
a sufficient descent direction. If pg is defined to be the solution of a system

Bipi. = — gk,

where {By} is a sequence of bounded positive definite symmetric matrices whose
condition number is also bounded (smallest eigenvalue bounded away from 0) then
{pr} is a sequence of sufficient descent directions. It is easy to see why. Let A be a
symmetric matrix with eigenvalues

0< A <A< < Ay

Let p and g denote vectors in IR" such that Ap = —g. From the definition of the
smallest eigenvalue A\; we have

ulAu > A ||u)?.
From and the relationship Ap = —g and the above inequality we have

~g'p/(lplllgll) = p"Ap/(lpllllgl) = Awllpll/llg]-

Moreover, from norm inequalities we may assert that

lgll = 1Al < [[AfHI2] = Anllpll

Using the bound gives
T,
=9°p/lIpllllgll) = A/ An.
Applying this result to each matrix in the sequence { By} gives have

cos 0 = —gpe/(lgellllpl) = AF /A8 > 1701,

Consequently {px} is a sequence of sufficient descent directions as required. The
main idea on how to modify the Newton system defining py is to ensure that it is
the solution of a system that has the same properties as Bj.

Consider first the nonlinear equation case. When Jj is nonsingular the search
direction py is the solution of

JETepr = =T fi.

Obviously if J is singular then so is J,? Ji.. However, we may modify the symmetric
system above by adding a multiple of the identity giving

(JETx + M Dpi = — T fie.

The above system will be nonsingular provided Ay > 0. Hence pj is always well
defined and, provided Ay is chosen appropriately, is a sufficient descent direction for
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$f(2)Tf(z). There are details that need explaining such as how best to solve this
system and how to determine a good value for Ag, but the issue of convergence is
resolved. When J(2*) is nonsingular then there exists an index, say K, such that
for £k > K we may set A\, = 0. By doing so the terminal search directions are pure
Newton’s steps.

We have left one detail out and that is the assumption that ay = 1 for £ > K.
Since we do not in general know K, when we compute the pure Newton direction in
the neighborhood of the solution, we need the linesearch procedure to automatically
take the unit step. It is easy to show this will happen provided the initial step taken
is 1. Setting o = 1 in the LHS of (14) and noting there exists a constant M < oo
such that |g(zx + pr)|| < M||ge||* when J(2*) is nonsingular, we get

9@+ pr) el < llg(an + pe)llllpell < Mlgell®Ipell- (16)

Since py is a sufficient descent direction then the RHS of (14) satisfies

—ngipr > nellgill|pkl- (17)

Since lim ||gx || — 0 it follows there exists K for which the unit step satisfies (14) for
k > K. Note that for the problem f(x) =0 we have g, = Jkak.

By a similar argument we can show that (15) is also satisfied, which gives us the
desired result.

4.1 Obtaining a direction of sufficient descent from the Newton
equations

It may be thought that a simple way would be to solve the Newton equations and
then reverse the direction if g”p > 0. While this works in the one variable case it is
flawed in the n-dimensional case. It is not hard to see why although doubtless this
approach is still used. Suppose we have two variables and f(z1,2z2) is a separable
function, that is f(x) = fi(x1) + fa(z2). It follows that the Hessian is a diagonal
matrix. Suppose H; 1 > 0 and Hy o < 0 and the Newton step is p. In the z; variable
the step p; is correctly stepping towards the minimizer, while the step ps is stepping
away from a minimizer. It could happen that —p1g1 < p2gs in which case p is not
a descent direction. What we would do if we knew this was a separable function is
reverse the sign of ps only. More generally what we wish to do is to preserve the
Newton step in the subspace for which the H is positive definite and reverse it in
the subspace it is not. Quite how to do that we now explain. Note that reversing
the sign of p does not give an assured descent direction since p’g could be zero even
when g is not zero.

Consider the spectral decomposition: H = VAV, where V is the matrix of
eigenvectors, A =Diag()\), and A is the vector of eigenvalues. Define

H=VAVT,

where \; = |\;|, if [\;| > 8, otherwise \; = § > 0, and A =Diag(\). A means of
achieving our objective is to define p as

p= —ﬁ_lg.
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Provided the minimum eigenvalue of H™ is bigger than ¢ then Newton steps will
be taken in the neighborhood of the solution. It may be thought that ¢ could be
allowed to converge to zero as g — 0, which would assure Newton’s steps will always
be taken in the neighborhood of the solution provided H* is positive definite. For
example, we could define 6 = min{|gx|, e}, where ¢ > 0. However, in practice p is
computed numerically and the error in the computed solution will overwhelm the
Newton step when H™ is ill conditioned. Indeed the error analysis establishing that
Cholesky is a stable algorithm assumes the matrix is sufficiently positive definite.

The drawback of the scheme above is that when n is large it is expensive both
in computational effort and memory to compute the spectral decomposition. When
H is sufficiently positive definite it is also unnecessary. Since Cholesky is so cheap
it is always worth trying first. An alternative is to compute a direction based on
modifying the Cholesky factorization. Cholesky fails on indefinite matrices due
to the need to compute a square root of a negative number when computing the
diagonal elements of the factor. An obvious change is to define the diagonal elements
in the same vein as the modification made to the eigenvalues. If no zero pivots occur,
the factorization LDLT exists, where L is a unit lower triangular matrix and D is
diagonal. We can now define D in relationship to D in the identical manner to the
relationship of A to A. It can be shown that H = LDLT = H + E, where F is also
diagonal. In practice the occurrence of a zero diagonal is of no consequence since
should one arise it is replaced by . Unfortunately, it can be shown that the bound
on ||[E| is O(1/9) (see [7]).

In order to obtain a Cholesky factor that is not close to being unbounded it
is necessary to perform the column form of the algorithm. The basic idea is not
simply to alter pivots that are tiny or negative but to alter any pivot for which it is
necessary to ensure that the magnitude of the elements of the Cholesky factor are
suitably bounded. If on first computing an element it exceeds a prespecified bound,
say [, then it is recomputed using an increase to the pivot that makes it match
the bound. Care needs to be exercised in defining S to ensure that matrices that
are sufficiently positive definite are not modified. Let R denote the Cholesky factor
generated by this algorithm, then 8 is chosen such that |Ri7j| < 3, where

p? = max{v,/n, 8},

~v and & are the largest in modulus of the diagonal and off-diagonal elements of H
respectively, and as before ¢ is some small positive scalar. It can be shown (see [7])
that H = H + E, F is a diagonal matrix, ||E|| is bounded and H has a bounded
condition number. The algorithm requires almost the same computational effort as
the regular Cholesky algorithm. Let Ry, denote the Cholesky factor of H. It follows
a suitable sequence of sufficient descent directions, {py}, are obtained by solving:

Rzgkpk = —Gk-

When H* is sufficiently positive definite then in the neighborhood of the solution
H,, = H), and Newton steps are taken.

Generally using a modified direction as defined avoids saddle points. We are
deliberately defining the direction not to be a step to such points. However, we
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could start at one or end up at one by chance. There are also problems (see [4])
that have a form of symmetry that results in the gradient being in the space of the
eigenvectors corresponding to the positive eigenvalues of H. It is a consequence of
variables whose values, when they are switched, give the same objective. For such
problems the only way of breaking the tie is to use a direction of negative curvature.

4.2 Directions of negative curvature

If g = 0 then there is no direction of descent and if H is indefinite then z is a
saddle point. The key to moving off a saddle point (or avoiding converging to
one) is to use directions of negative curvature. A vector d is termed a direction of
negative curvature if d’Hd < 0. Obviously the Hessian needs to be indefinite for
such a direction to exist. It may be thought that it is relatively easy to find such a
direction and in some cases it is. If H has half its eigenvalues that are negative and
equal in value to the positive set then a random direction has a 50% chance of being
a direction of negative curvature (DNC). However, it can be shown (see [3]) that the
probability is extremely small when the number of positive eigenvalues dominate
(approximately 10™'* when there are 99 eigenvalues of 1 and one of -1). Typically
in optimization problems there are only a few negative eigenvalues (the iterates are
converging to a point the Hessian is positive semidefinite) and even these are small.
A single large negative eigenvalue would signify that there is a DNC along which
the objective will decrease rapidly and we are rarely that lucky.

Unlike directions of descent there is a“best” DNC, namely, the eigenvector cor-
responding to the smallest eigenvalue. If the smallest eigenvalue is not unique then
any vector spanned by the set of corresponding eigenvalues is equally good. It is
best in the sense that this direction has the smallest value of d’Hd/d"d and it is
independent of a linear transformation of variables. A DNC predicts a potential infi-
nite reduction in the objective. Of course in practice the step will be finite but there
is no good initial estimate of what the finite step should be. This contrasts with
a direction of descent which is typically derived from a positive definite quadratic
model for which the unit step is the predicted to be optimal.

In order to show the iterates will converge to a point for which the Hessian is at
least positive semidefinite it is necessary for the DNC to be a direction of sufficient
negative curvature. A sufficient condition for {dj} to be a sequence of directions of
sufficient negative curvature is that

dfHydy, < 0Amin, didy,

where A, is the smallest eigenvalue of Hj, and 6 > 0. Obviously < 1. What the
requirement does is to prevent dj from becoming arbitrary close to being a direction
of zero curvature.

If dy, is a DNC then so is —dj. The sign is chosen so that d{gk <0. If H(2%) is
positive definite then there exists a index K such that for kK > K then dj = 0.

A DNC may be computed from the modified Cholesky factorization. It can be
shown an index, j, exists (it can be identified during the factorization) such that d,
where

Rd = ej, (18)
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is a DNC. However, it is not a direction of sufficient negative curvature. Fortunately,
this is of little consequence. Rather than applying the modified Cholesky algorithm
to H it is better to apply it to H + 01, where 6 > 0 is suitably small. This
modification serves a number of purposes. If this matrix is indefinite then (18)
does give a sufficient DNC. When H™ is singular and positive semidefinite it avoids
tripping the modifications, and from a getting a DNC that is not needed in the
neighborhood of z*. Given a DNC it can be improved by using it as a starting
point to minimize d”Hd/d"d. For example, by just using a single pass though all
the variables of a univariate search (see [3]).

An issue is how best to use a DNC. An obvious choice is to define the search
direction as:

p=p+d,

where p is a direction of sufficient descent. It is prudent to have scaled d. There
are various schemes that can be used but the general principle is that if d"H d/ d’d
is small then ||d|| should be small.

It can be shown under suitable assumptions that this algorithm converges to a
point satisfying the second-order necessary conditions for optimality.

5 Trust-region methods

An alternative to modifying the Hessian is to minimize the quadratic approximation
subject to a limit on the size of the step. This is similar to using the interval to
limit the step in problems with one variable. However, unlike the one variable case
the solution does not usually lie within the limit. If at this new point the objective
is not an improvement then the limit is reduced. We wish to solve:

min{t(s) = 3sTHs + g7s|sTs < A}, (19)

where A > 0. Clearly a minimizer exists. It can be shown (see [10]) that there
exists a scalar A\ > 0 such that the global minimizer, s*, satisfies

(H + \)s* = —g, (20)

where H + M is positive semidefinite and A\(s”s — A) = 0. It is rare for H + A to
be singular. It is immediately apparent that the definition of s* is similar to that
of p, since the matrix is symmetric, at least positive semidefinite and is a diagonal
modification of H. If H is positive definite and the solution of Hs = —g is such that
sTs < A then s* is the Newton step. When f(z 4 s*) > f(x) the step is rejected
and the system (20) resolved with a smaller value of A, typically A — A/2. It can
be shown only a finite number of reductions need be taken. If a satisfactory step
is obtained without the need to reduce A and v (s*) is a reasonable prediction of
f(z) — f(x + s*) then A at the next iteration is increased, typically A — 2A. Tt
can be shown under typical assumptions that the sequence generated by the trust-
region algorithm converges to a point satisfying second-order necessary conditions
for optimality. It can be shown also that when H™ is positive definite that A does
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not converge to zero. Consequently, in the neighborhood of the solution Newton
steps are taken.

In order to solve (20) it necessary to determine A. To do so requires solving
(20)with estimates of A. Also if A is unsatisfactory the process has to be repeated,
which requires more solves of (20). It is not necessary to determine A\ accurately
and often A is satisfactory, Nonetheless it is clear a trust-region algorithm requires
more solves of similar linear systems than a linesearch method.

Note that when g = 0 and H is indefinite then the solution of (20) is the
eigenvector corresponding to the minimum eigenvalue (assuming it is unique).

6 Gradient-flow methods

Unlike the other two classes of methods these are not in widespread use. The
methods were originally proposed by Courant to solve PDEs. Their simplest form
is to compute the arc x(t), where x(t) satisfies

2'(t) = —g(z(t)) and (0) = xq. (21)

The minimization problem has been replaced by the problem of solving a system of
nonlinear differential equations. This approach is grossly inefficient. The method is
made reasonable when ¢(z(t)) is approximated at xy by gr + Hy(x(t) — xx). The
idea now is compute x,1 by searching along the arc p(t), where p(t) is the solution
of a linear system of differential equations:

P'(t) = =gk — Hgp(t) and p(0) = 0. (22)

The connection to Newton’s method is now apparent. When Hj, is positive definite
the arc is finite and the end point is the Newton step from xj. If H(2*) is positive
definite then when the iterates are in a small neighborhood of the solution the
Newton step is taken. An interesting property of this approach is that the arcs
and iterates generated are invariant under an affine transformation, a property that
is typically not true for either linesearch or trust-region methods when Hj is not
positive definite for all k.

7 Estimating derivatives

For minimization problems Newton-type methods assume the availability of second
derivatives. When these derivatives are not available there are alternatives such
as quasi-Newton methods. Usually these alternatives are to be preferred although
there are problems where using the Newton-type methods described, except with the
Hessian approximated by finite differences of the gradients, are better. A key differ-
ence with quasi-Newton methods is the Hessian approximation in those methods is
usually positive definite, hence directions of negative curvature are not available. All
the methods discussed may be applied to the case in which H(z) is approximated by
finite differences with little difficulty except for the need to compute the differences.
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The performance of such algorithms is almost indistinguishable, in most cases, from
the case when an exact Hessian is used. Of course the “exact” derivatives do them-
selves contain errors since they are computed in finite-precision arithmetic. There
are not the same numerical issues in approximating second derivatives as there are
to approximating first derivatives. It can be shown that when finite differences are
used and the finite-difference interval does not converge to zero, which for numerical
purposes it can not, the quadratic rate of convergence is lost. However, this result
is misleading. The iterates, except in pathological cases, mimic those of the exact
case. Indeed the quadratic convergence of the exact cases also breaks down, but
typically at a point the algorithm terminates.

When n is large the number of differences could grow with n. When H(z) (or
J(x) in the nonlinear equation case) is a sparse matrix there are clever algorithms
that can choose the direction of the differences in a manner that significantly reduces
the number of differences required (see, [10]). For example, if H(x) is tridiagonal
only two differences are required.

8 Constrained problems
The general nonlinearly constrained problem may be stated as:

min f(z) such that c(z) >0, (23)

zelR™
where ¢(x) € IR™ is a vector of smooth functions. It is usual to distinguish linear
from nonlinear constraints, and further, to distinguish simple bounds on the vari-
ables from linear constraints. Generally equality constraints are easier to handle
than inequality and, for simplicity, are often omitted. For problems with only linear
constraints the iterates sequence generated is usually feasible and that has great
benefits. Constraints complicate the adaptation of Newton’s method as does size
and not surprising large constrained problems are the most difficult of all. It is
beyond the scope of this paper to consider all the issues in detail but we shall cover
some of the salient issues.

Consider first a problem whose only constraints are simple equalities. By that
we mean some subset of the variables are fixed at some value. Clearly this creates
no issues since the problem is unconstrained in the remaining variables. If there are
simple inequalities then at each iteration an active-set methods fixes some subset of
the variables. Consequently, Newton-type methods using an active-set strategy are
relatively easy to adapt to such problems. However, consider a trust-region method
whose only constraints are x > 0. Adding the constraints xj + s > 0 to the sub-
problem (20) makes the subproblem intractable. Typically the quadratic constraint
is replaced by bounds on the step, which then gives a pure bounds constrained
subproblem. However, finding the global minimizer of even this subproblem is in-
tractable. It is still possible to find a step that reduces the objective. What is lost
is that the modified algorithm is no longer assured of generating a sequence that
converges to a point that satisfies the second-order necessary conditions.
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As noted, for an active-set linesearch method, there are no complications for
problems with simple bounds. There are also no complications with general linear
constraints provided the problem is not too large. Issues do arise when the problem
is large. These are not unsurmountable but requires some ingenuity. When we have
linear constraints that are active we need to find a direction of negative curvature
that lies on the constraints or to put it another way a DNC that is orthogonal to
the constraint normals. We also need to modify the reduced Hessian rather than
the Hessian. Suppose at the kth iteration we wish to remain on a set of constraints
Aj. = bi.. The subproblem we need to solve to obtain the Newton step is

min S0 Hyp + gip | Agp = 0}.

Let Z; be a n x (n — my) full rank matrix such that ApZ; = 0, where my is the
number of rows of A;. We are assuming A, is full rank. The solution to this problem
is given by

ZIH Zyp = —Z1 g (24)

However, if Z]ZH Z is not positive definite it needs to be modified in a similar
manner to how Hj, is modified in the unconstrained case. There is little difficulty
in doing this when n is of modest size. There are not a lot of issues if n — my, is
of modest size even if n is large, although forming the product may be expensive.
Fortunately, Hj is typically sparse and an implicit form of Z; may be found that
is also sparse. In some cases advantage can be made of structure both in A; and
Hj.. However, there are cases where both n and n — m; are large and Z]ZH L2 1S
not sparse. Under such circumstances there are two approaches. One is to consider,
instead of using the reduced system (24), solving the equivalent KKT system

Hy Ay Pk [ —9k
(i 0)(5)-(0) e

where A\ is the Lagrange multiplier estimate. This matrix is indefinite regardless
of the character of Hy. However, it may be deduced from the inertia of this matrix
whether or not the reduced Hessian is positive definite. Factorizing this matrix in
the form PLBLT PT, where P is a permutation matrix, L is a unit lower triangular
matrix, and B is a 2 X 2 block-diagonal matrix reveals the inertia. Unfortunately,
if the reduced Hessian is not positive definite this factorization does not reveal how
to obtain a suitable sufficient descent direction. How to obtain suitable descent
directions by modifying this factorization is described in [5]. They also suggest how
to modify the original matrix prior to using an unmodified factorization.

An alternative to factorizations is to attempt to solve (24) using the conjugate
gradient (CG) method. Since the CG algorithm requires only matrix-vector products
the reduced Hessian need not be formed explicitly. The CG method may fail on
indefinite matrices, but it is precisely because it may fail that makes it useful. It can
also be shown that when it fails a direction of sufficient descent may be constructed
from the partial solution. While it may not give a direction of sufficient negative
curvature in general it will usually give a direction of at least zero curvature, which if
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need be may improved by using this as an initial vector in minimizing d’Z7H Zd/d"d
either by a few iterations of the Lanczos algorithm or a few iterations of univariate
search.

When there are nonlinear inequality constraints then adapting Newton’s method
is considerably more problematic except if the nonlinear constrained problem is
transformed into solving a sequence of linearly constrained problems. Assuming
that is not the case most methods generate infeasible iterates. As a consequence
the iterate is typically composed of two components, one is a Newton step to get
feasible and the other to “reduce” (it may be increasing) the objective. If there are
only equality constraints it is somewhat simpler so we shall describe that first. We
are now concerned not with the Hessian of the objective, but with the Hessian of
the Lagrangian, where the Lagrangian L(x, \) is defined as L(z,\) = f(z) — Ac(x).
Assuming there are no issues with the reduced Hessian of the Lagrangian the system
of equations we need to solve are:

g(z) = J(@)"A=0 and c(z) =0, (26)

which is a system of n + m equations in n + m unknowns. In other words we are
now applying Newton’s method in both the primal and dual variables. The Newton
step in these variables is given by:

HE Dk _ — 9k + kA (27)
Jg 0 —A)\k —Ck ’

where H kL is the Hessian of the Lagrangian at xp, Ax, and A\ is the Newton step in
the dual variables. The issues in addressing the case when the reduced Hessian is not
positive definite in the space of the z-variables is similar to the linearly constrained
case. We have no concern about the character of the Hessian in the space of the dual
variables. However, since the search is in the space of both variables there needs to
be a search direction defined for those variables. How to do that is described in [12].
Note that we are leaving out the fact we are minimizing a merit function so care
needs to be taken to ensure directions of negative curvature for the Hessian of the
Lagrangian are also directions of negative curvature for the merit function. Again
how this may be done is described in [12].

The issue with an active-set method for nonlinear constraints is that the most effi-
cient approach is a sequential quadratic programming (SQP) method. Such methods
construct a quadratic objective whose Hessian is an approximation to the Hessian of
the Lagrangian. When second derivatives are known of both the original objective
and the of the nonlinear constraint functions only the Lagrange multipliers need
be estimated. If the QP is not convex the solution of the QP is not necessarily a
direction of sufficient descent. Indeed the QP may not have a bounded solution and
even if it does, and the global minimizer is found, that may not yield a direction of
descent. In solving the QP the iterates move on to different sets of active constraints.
It is possible for the reduced Hessian to be positive definite on every subspace and
yet the solution is not a descent direction. Simply observing the character of the
reduced Hessians may not reveal nonconvexity. Unlike the equality constrained case
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we do not know initially the null space of the active set of the constraints since
we do not know which constraints are active at the solution of the QP. Moreover,
altering the Hessian on that subspace will alter the set of constraints active at the
solution. This conundrum may be resolved by monitoring the total step being taken
in the QP from the initial feasible point. Assuming the initial reduced Hessian is
positive definite (if it is not the the Hessian may be modified by applying the modi-
fied Cholesky factorization to the reduced Hessian) there are no problems provided
only constraints are added. It is when a constraint is deleted that indefiniteness may
arise. While it may not arise in the resulting reduced Hessian the indefiniteness in
the direction from the initial point must be checked. While the Hessian still has
positive curvature along that direction a descent direction is assured. When it does
not the situation is similar to that when applying the CG algorithm and it breaks
down, the prior step is a descent direction and the new step yields a direction of
negative curvature.

Approximating second derivatives is sometimes cheaper for constrained problems
especially in the linearly constrained case. Since we only need to approximate Z7H Z
then we can approximate HZ directly by differencing along the column vectors of
Z. When n — m is small this is quite efficient. Also if the system (24) is solved
using the conjugate gradient algorithm we need only difference (this holds for the
unconstrained case also) along the CG directions, which may be only a few before
a sufficiently good search direction is obtained.

8.1 A homotopy approach

Rather than change the algorithm another way to extend the range of convergence
of Newton’s method is to change the problem or rather replace the problem by a
sequence of problems. For example, we can use a homotopy approach. The basic idea
is to replace the original problem with a parameterized problem. At one end of the
parameter range the problem is easy to solve and at the other end it is the original
problem. Such an approach may be used for globally convergent algorithms also
since it can be more efficient than simply solving the original problem directly. Here
our use is not because the problem is necessarily hard to solve but because Newton’s
method may not work at all. Note that when you do start close to the solution with
Newton’s method the problem is usually easy to solve since the iterative sequence
converges quickly.

Constructing a homotopy for the case of solving f(z) = 0 is particularly easy.
Instead of solving f(x) = 0 we could solve f(z) = vf(xp), where x( is our initial
estimate, and 0 < v < 1. Obviously if v is very close to 1 then zq is very close to
(), where 2*(7) is a zero of f(x) = vf(x0). Since we can make v as sufficiently
close to 1 as we wish we can be within the interval of convergence provided the
gradient of f’(2* (7)) # 0. It is not necessary to find the solution to the intermediate
problems precisely. The main difficulty is assessing how conservative to make the
initial choice of v and how quickly it can be reduced. In one variable this approach
makes the Newton step smaller and as such plays a similar role to ay in (8). However,
note that it is not identical to a fixed scaling of the Newton step.
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Another way of modifying functions is to make them more like the ideal case
for Newton’s method. When solving f(x) = 0 that can be done by adding a linear
function, for example, solve (1—7)f(z)+~y(z—x0) = 0. Here we change the gradient
of the function as well as move the zero closer to xzg. A similar approach may be
taken for the problem min, f(z) by adding a quadratic function.

If at the initial estimate f} = 0 then a different initial estimate is needed regard-
less of the approach being used to solve the problem.

It can be particularly useful to use a homotopy approach when using an SQP
algorithm As noted when the Hessian is indefinite difficulties arise. Adding a term
tp(x — 2)T(z — %) to the objective, where 7 is the initial approximation, adds vI to
the Hessian. Not only will this reduce the need to modify the Hessian it also almost
always reduces the number of iterations required to solve the QP subproblem. If
~ was very large then we would be taking a very small optimization step from the
initial feasible point of the QP subproblem. It is advisable to change & periodically
(perhaps even every iteration) and also to reduce 7y to zero. When the iterates
are close to the solution and the reduced Hessian of the Lagrangian is positive
definite then indefiniteness will not arise when solving the QP. Indeed close to the
solution only one iteration of the QP is required since the correct active set has been
identified.
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