
ETHICS, 
CHOICES, AND 

VALUES



HELLO AGAIN!
I’m Katie Creel, the Embedded EthiCS Fellow.

You can always get in touch at kcreel@stanford.edu
Or plan a visit to my office hours at 

calendly.com/kathleencreel



Ethics in Stanford CS (since 1989!)



OUTLINE 

Bias, Fairness 
and Distribution

Problem 
Formulation

Linguistic 
Representation







WHAT CAN WE LEARN FROM 
THIS DATA?

In order to know how to use a dataset 
appropriately, we need to examine it for patterns of 

bias.



What is in 
the 

Dataset?



You Have 
the Power 

to Find 
Out!
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cs
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CS Skills

You Have 
the Power 

to Find 
Out!



Statistical bias is the 
difference between 
measured results and “true” 
value.

This is the “neutral” or 
statistical meaning of the 
word bias. You will see it 
often in discussions of 
patterns in data.

WHAT IS BIAS?



EXAMPLE: SAMPLING BIAS



EXAMPLE: SAMPLING BIAS



What Kinds of Bias Raise Ethical Concerns?



DISCRIMINATORY BIAS IN DATA 
Biased measurement or classification 
+ use of that bias to compound existing injustice or to fail to 
treat all as having equal moral worth (Hellman 2020)

=> Discriminatory or Unfair Bias



HOW DOES 
DEFINING BIAS 

HELP US 
UNDERSTAND OUR 

PROFESSOR 
RATINGS DATA?



I HAVE DATA ABOUT PEOPLE! 
NOW WHAT? CHECKING BIAS 

Check for Statistical Bias
What correlations and patterns exist in 

my dataset? 
In what ways do they fail to accurately 

represent the world? 

Check for 
Discriminatory 

Bias
In what ways do the 

biases compound existing 
injustice or fail to treat all 
people as being of equal 

moral worth? 

Decide how to use the 
data given the bias
•Given the bias, for what social 
purposes would it be 
appropriate to use this data?

•How should we communicate 
information about possible 
biases?



Accompany each dataset 
with a “datasheet” 
describing:

• Motivation

• Composition

• Collection Process

• Preprocessing/cleaning/la
beling

• Uses

• Distribution

• Maintenance

DATASHEETS FOR 
DATASETS (2020)



WHAT 
FRAMEWORKS CAN 

WE USE TO 
EVALUATE FAIR 

DISTRIBUTIONS?



Equality of Opportunity:
everyone has same opportunity to develop skills needed for the 

job, apply for the job, and get promoted.



Parity: Everyone is equally likely to be a good teacher, so we 
should expect to end up with number of good teachers (and 

high rankings) proportionate to population.



OTHER DEFINITIONS OF 
FAIRNESS (IN CS 109!)



FAIRNESS BEYOND 
THE NUMBERS
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AWESOME

GREAT TEACHER

CLEAR



DESCRIPTIVE VS
NORMATIVE LANGUAGE

Descriptive 
language

“is”
“was”
what people did 
what happened

Normative 
language

“right”
“wrong”
“good”
“bad”
“should”
“should not” 



Descriptive or Normative?

GREAT TEACHER

CLEAR



Both descriptive and normative: 
“thick” normative terms 
• brave (foolhardy)
• cowardly (cautious)
• kind, rude, chill, etc.

Descriptive vs. Normative

Descriptive Normative



THICK NORMATIVE 
TERMS

“Thick” normative 
terms are both 
descriptive AND 
normative

EXAMPLES:
Cowardly :: Cautious
Polite :: (?)
Rude :: (?)
Chill :: (?)
Kind :: (?)
etc



THICK NORMATIVE TERMS & 
FAIRNESS
• We compare people in many ways, not just numerically
• Thick normative terms express morally or aesthetically 

“loaded” judgments 



DESCRIPTIVE 
OR 

NORMATIVE?

Mark Zuckerberg on whether Facebook 
would fact-check false claims about 
election suppression: 
1. “We have a different policy, I think, 
than Twitter on this.”
2. “You know, I just believe strongly 
that Facebook shouldn’t be the arbiter 
of truth of everything that people say 
online.”
3. “I think in general private companies 
probably shouldn’t be—or, especially 
these platform companies—shouldn’t 
be in the position of doing that.



DESCRIPTIVE 
OR 
NORMATIVE?

Not surprising 
that statements 
setting the policy 
for platforms 
would be 
normative.

What about the 
programs behind 
the platforms 
themselves?
Do programs like 
the ones you are 
writing contain 
normative claims 
or values?



How are values 
embedded in design?

HOW ARE VALUES 
EMBEDDED IN 

DESIGN?



1. PROBLEM 
FORMULATION 

EMBEDS VALUES
Formulating a problem means 

describing the desired solution as good 
or worthy of being done.



PROBLEM FORMULATION 
STATEMENTS ARE NORMATIVE
Formulating a problem means describing the 
desired solution as good or worthy of being done.
What is the problem to be solved?
For whom is this a problem? Who would benefit 
from its solution?
Who can agree that this is a problem worth 
solving?



WHAT IS THE PROBLEM TO BE SOLVED?
“HOMELESS PEOPLE 
ARE SLEEPING HERE 
AND WE (WHO IS WE?) 
WANT THEM TO STOP”



WHAT IS THE PROBLEM TO BE SOLVED?
PEOPLE ARE SLEEPING 
HERE AND WE (WHO IS 
WE?) WANT THEM TO 
STOP”

“SOME PEOPLE IN OUR 
COMMUNITY DON’T HAVE 
A PLACE TO SLEEP AND 
WE (WHO IS WE?) THINK 
THEY SHOULD”



1. PROBLEM FORMULATION 
EMBEDS VALUES



EXAMPLE: FORMULATING A 
RATINGS PROBLEM

• What are the 
problem(s) to be 
solved?

• For whom are these 
problems? 

• Who would benefit 
from their solution(s)?

• For each problem, 
who can agree that the 
problem is worth 
solving?



EXAMPLE: FORMULATING A 
SEARCH PROBLEM

• What are the 
problem(s) to be 
solved?

• For whom are these 
problems? 

• Who would benefit 
from their solution(s)?

• For each problem, 
who can agree that the 
problem is worth 
solving?



2. CHOICE OF DATA 
EMBEDS VALUES

Surveys are cheap 
to run
They measure 
opinions
What are other 
ways to measure 
quality of 
professors?



REPRESENTATION, 
LANGUAGE, AND DATA 



LINGUISTIC 
REPRESENTATION & THE LONG TAIL 



A Very Very Brief 
History of Symbol Representation 
in Communications Technology … 
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Telegraph Typewheel, Covers 56 Characters

1846



4 Digit Character-to-Code Mapping for the Telegraph

1881



“American Standard Code for Information Interchange”, 

256 characters

1963



1846

1963

History of Symbol Representation

1991

1881



Unicode!



Unicode!



UNICODE: 1 MILLION 
SYMBOLS
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BASIC COVERAGE FOR 200 
LANGUAGES

FULL COVERAGE FOR 90 
LANGUAGES



UNICODE: SUCCESSFUL 
PROCESS FOR IMPROVEMENT
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UNICODE IS A SUCCESS STORY IN 
(AT LEAST) TWO WAYS

Inclusive and 
Representative
• Covers languages 

spoken by at least 
95% of people in 
the world.

Successful Process 
for Improvement 
• Unicode has an 

open-source 
process by which 
scholars and 
speakers of small 
languages can 
propose additional 
scripts.

55



NLP & REPRESENTATION

Compare successes 
of  Unicode with 
web-based NLP, text 
and translation 
services, which work 
best for well-
resourced languages 
and people



REPRESENTATION, SURVEYS, 
AND LONG TAILS IN DATA



REPRESENTATION, SURVEYS, 
AND LONG TAILS IN DATA

If I had a different 
experience, my 
numerical ratings 
may not affect the 
survey data – but 
they matter!



I want to see myself 
represented in 
search results, but 
other people are 
using different terms 
to describe me!

REPRESENTATION, SURVEYS, 
AND LONG TAILS IN DATA



WHAT KIND OF HARM IS 
LACK OF 
REPRESENTATION?



Distributional or Allocative Harm: 

How should things or outcomes be distributed?



Equality of Opportunity: 

Everyone has the Same Access to Pursue the Good.                



Equality of Outcome: 
Everyone gets the same good things                             

(and the same responsibilities)



REPRESENTATIONAL HARMS
• Am I represented in this system?
• Can I express myself in it?
• Does this system represent me, my culture, and my self-

expression?



THANK YOU!
You can always get in touch at kcreel@stanford.edu

Or plan a visit to my office hours at 
calendly.com/kathleencreel


