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BERT for Classification

Bidirectional encoder representations tfrom Transtormers

Context is the key

o(play | ElImo and Cookie Monster play a game .)

=

o(play | The Broadway play premiered yesterday .)



BERT demonstrated strong performances on
a wide range of NLP tasks!

BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding

Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova
Google Al Language

{jacobdevlin,mingweichang, kentonl, kristout}@google.com




Masked Language Modeling

Mask out k% of the input words, and then predict the masked words (k=15%)

Input: The man went to the [MASK] . He bought a - of milk .
Labels: [MASK] = store; - = gallon.



Next Sentence Prediction

To learn relationship between sentences, predict whether Sentence B is actual

sentence that proceeds Sentence A, or a random sentence

Sentence A= The man went to the store, sentence A = The man went to the store.
Sentence B = He bought a gallon of milk. Sentence B = Penguins are flightless.
Label = IsNextSentence Label = NotNextSentence



Input Representation

Each token is the sum of three embeddings

Input

Token
Embeddings

Segment
Embeddings

Position
Embeddings

(a1 | [ my |[ dog |[ is |[ cute |[ tsee1 |[ he |[ tikes |[ ptay | ##ing |[ tsee |

E[CLS] Emy Edog Eis Ecute [SEP] Ehe EIikes Eplay E##ing E[SEP]
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Model Architecture: Transtformer

Multi-headed self attention to model context

Feed-forward layers to compute non-linear

hierarchical features

Positional embeddings to allow model to

learn relative positioning
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Link: https://nlp.stanford.edu/seminar/details/jdevlin.pdf



https://nlp.stanford.edu/seminar/details/jdevlin.pdf

Sentence 1 Sentence 2



[

1 - Semi-supervised training on large amounts
of text (books, wikipedia..etc).

The model is trained on a certain task that enables it to grasp
patterns in language. By the end of the training process,

BERT has language-processing abilities capable of empowering
many models we later need to build and train in a supervised way.

Semi-supervised Learning Step

’—______

Model:

Dataset:

Dic freie Enzyklopidie

Obijective: Predict the masked word

N\

https://jalammar.github.io/illustrated-bert/

———————’

(langauge modeling) ,

10

2 - Supervised training on a specific task with a

labeled dataset.

Supervised Learning Step

p e = - - — —

o 5%  Spam
, Classifier —_—
25% | Not Spam

I Model:
(pre-trained

I in step #1)
I Email message Class

Buy these pills Spam
I Dataset: Win cash prizes Spam

Dear Mr. Atreides, please find attached... = Not Spam
‘ — — — — — — —

N\



How to use BERT for Classification

(e.g., sentiment, fact-checking, rumors)

85% Spam

15% Not Spam

BERT

1 2 3 4 ¢eo 512
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Pros and Cons of BERT for CSS

N Strong prediction pertformance

B Fine-tuning on top of pertained representations

ﬂ;? Prediction and representation can be hard to interpret
ﬂ;? Subject to biases in these learned representations

o . .
D;? Require computational resources
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Lecture Overview

4 BERT for Classification

4+ Prompting LLMs

13



Prompt for LLMs

Fine-tuning LLMs (e.qg., GPT-3 175B) is often not feasible due to its large size

Prompts (or in-context learning) were then introduced and used

14



Prompting

Prompting: encourage a pre-

TLHPR:

trained model to make particular This is a super long text:

predictions by providing a "prompt"
specifying the task to be done.

Liu Pengfei, et al. "Pre-train, prompt, and predict: A systematic survey of prompting

methods in natural language processing." arXiv 2021 5


http://pretrain.nlpedia.ai/
http://pretrain.nlpedia.ai/

Intuition of Prompting

Sentiment

World knowledge
Syntactic categories
Coretference

Semantic categories

Reasoning

The value | got was the sum total of the popcorn and the drink. Overall, it

was a _boring  movie!

Peking University is located in _B€lJing | China.

| put __the  fork down on the table.

The woman walked across the street, checking for traffic over hershoulder.

| went to the ocean to see the fish, turtles, seals, and crabs .

Iroh went into the kitchen to make some tea. Standing next to Iroh, Zuko

oondered his destiny. Zuko left the kitchen

16


https://arxiv.org/pdf/1909.01066.pdf
http://web.stanford.edu/class/cs224n/slides/cs224n-2021-lecture10-pretraining.pdf

Intuition of Prompting

Sentiment

World knowledge
Syntactic categories
Coreference

Semantic categories

Reasoning

Pre-trained models learn various types of knowledge.
The knowledge is useful across NLP tasks.

These knowledge can be surfaced with “templates” (prompt).

17



Prom pting Traditional Fine-tuning

1 sea otter => loutre de mer —
v
Zero/tew-shot Prompting
Translate English to French: W
sea otter => loutre de mer ¢ I peppermint => menthe poivree <
peppermint => menthe poivrée v
gradient update

plush girafe => girafe peluche

v
cheese => «— o0

v

1 2>
[Brown et al., 2020] cheese
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One model, N tasks (e.g., GPT-3, 175B)

Sentiment analysis classifier

Decide whether a Tweet's sentiment 1is
positive, neutral, or negative.

Tweet: "I loved the new Batman movie!"
Sentiment: Positive

Q&A Targeted world knowledge

Chatbot: I am a|ML/AI language model tutor |
You: What is a language model?

Chatbot: A language model is a statistical
model that describes the probability of a
word given the previous words.

Translation / NL2code

Create a SQL request to find all users who

‘llve in California and have over 1000
cre SELECT * FROM users WHERE
sta credilts >

Semantic of query Syntax of code

Summarization

A neutron star 1s the collapsed core of a massive
supergiant star, which had a total mass of between 10
and 25 solar masses, possibly more if the star was
especially metal-rich.[1] Neutron stars are the
smallest and densest stellar objects, excluding black
holes and hypothetical white holes, quark stars, and
strange stars.[2] Neutron stars have a radius on the
order of 10 kilometres (6.2 mi) and a mass of about 1.4
solar masses.[3] They result from the supernova
explosion of a massive star, combined with
gravitational collapse, that compresses the core past
white dwarf star density to that of atomic nuclei.

TL;DR: |A neutron star i1s the collapsed core of a

' supergiant star. These ultra—-dense objects are
incredibly fascinating due to their strange properties
and their potential for phenomena such as extreme
ravitational forces and a strong magnetic field.

The semantic of TL;DR

GPT-3 API, from OpenAl: https://beta.openai.com/examples .4


https://beta.openai.com/examples

Emergent Zero-shot Learning

GPT-2 beats SoTA on language modeling benchmarks with no task-specific fine-tuning

Context: “Why?” “I would have thought you’d find him rather dry,” she said. “I don’t know about that,” said Gabriel.
“He was a great craftsman,” said Heather. “That he was,” said Flannery.

Target sentence: “And Polish, to boot,” said _____.

Target word: Gabriel

LAMBADA LAMBADA CBT-CN CBT-NE WikiText2

(PPL) (ACC) (ACC) (ACC) (PPL)
SOTA 99.8 59.23 85.7 82.3 39.14
117M 35.13 45.99 87.65 383.4 2941
345M 15.60 55.48 92.35 87.1 22.76
762M 10.87 60.12 93.45 38.0 19.93
1542M 8.63 63.24 93.30 89.05 18.34

LAMBADA (language modeling w/ long discourse dependencies)
[Paperno et al., 2016]
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Emergent few-shot learning

Specity a task by simply prepending examples of the task before your example

Also called in-context learning, to stress that no gradient updates are

oerformed when learning a new task

21



Emergent few-shot learning

In-Context Learning on SuperGLUE

~®— Few-shot GPT-3 175B

80
e
——————————————————— Fine-tuned BERT Large
Zero-shot
Translate English to French: z’/'
cheese => 20 .
___________________________ Random _Guessing
40
01234 8 16 32

Number of Examples in Context (K) [Brown et al., 2020]
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Emergent few-shot learning

In-Context Learning on SuperGLUE

~&— Few-shot GPT-3 175B

One-shot 80
Translate English to French: e
——————————————————— Fine-tuned BERT Large
sea otter => loutre de mer
cheese =>
50
___________________________ Random _Guessing
40
01234 8 16 32

Number of Examples in Context (K) [Brown et al., 2020]
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Emergent few-shot learning

In-Context Learning on SuperGLUE
Few-shot —e— Few-shot GPT-3 175B

Translate English to French:
sea otter => loutre de mer 80

peppermint => menthe poivreée

plush girafe => girafe peluche

cheese =>

50

40
01234 8 16 32

Number of Examples in Context (K)  rg.0wn et al. 2020
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Limits of Prompting for Harder Tasks

Some tasks seem too hard for even large LMs to learn through prompting alone.
Especially tasks involving richer, multi-step reasoning.
(Humans struggle at these tasks too!)

19583 + 29534 = 49117
98394 + 49384 = 147778
29382 + 12347 = 41729
938477 + 39299 = 7

Solution: change the prompt!

25



Chain-of-thought Prompting

Standard Prompting

\

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

Chain-of-Thought Prompting

Mo -

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

ennis balls

1’ Te answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?

J

A: The answer is 27. x

do they have?

- y
g

Cnswer is9. )

[Wei et al., 2022; also see Nye et al., 2021]
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Chain-of-thought prompting is an emergent property of model scale

-
-

N B B O O O O e I W N O O O T e

W
-

Middle school
math word
problems

A\
-

GSMSEK
solve rate (%)

@j@q@ﬁ S

o— Standard prompung 04 8 137 04 7 175 8 62 540
©&— Chain-of-thought prompting
- - = Prior supervised best

-,

Model scale (# parameters in billions)

[Wei et al., 2022; also see Nye et al., 2021]
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Chain-of-thought Prompting
s

\

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many

tennis balls does he have now?

oF- | 5. Z Ccar S O 3 1€ ] ||
>+ 6 =11. The answer is 11. \

Do we even need

Q: The cafeteria had 23 apples. If they used 20 to examp|es of reasoning?

make lunch and bought 6 more, how many apples .

do they have? Can we just ask the model
J to reason through things?

\_

J

[Wei et al., 2022; also see Nye et al., 2021]
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Zero-shot Chain-of-thought Prompting

/{ Model Input N

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

Co they have? j
({ Model Output \
A: The cafeteria had 23 apples originally. They used

20 to make lunch. So they had 23 - 20 = 3. They

bought 6 more apples, so they have 3 + 6 = 9. The
Cnswer is9. ¢

Q: Ajuggler can juggle 16 balls. Half of the
balls are golf balls, and half of the golt balls

are blue. How many blue golt balls are there?

A: Let’s think step by step. There are

16 balls in total. Half of the balls are golt
balls. That means there are 8 golf balls.
Halt of the golf balls are blue. That
means there are 4 blue golf balls. +

[Kojima et al., 2022]
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Zero-shot COT prompting

MultiArith  GSMS8K

Zero-Shot 17.7 10.4
Few-Shot (2 samples) 33.7 15.6
Few-Shot (8 samples) 33.8 15.6
Zero-Shot-CoT Greatly outperforms— 78.7 40.7
Few-Shot-CoT (2 samples) zero-shot 84.8 41.3
Few-Shot-CoT (4 samples : First) (*1) 89.2 -
Few-Shot-CoT (4 samples : Second) (*1) Manual CoT 90.5

Few-Shot-CoT (8 samples) — 93.0 48.7

still better

[Kojima et al., 2022]
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Zero-shot Chain-of-thought prompting

LM-Designed Let’s work this out in.a step by step way to 87 0
be sure we have the right answer.

—

2 Human-Designed Let’s think step by step. (*1) 78.7
3 First, (*2) 77.3
4 Let’s think about this logically. 74.5
5 Let’s solve this problem by splitting it into 79 9
steps. (*3) '
6 Let’s be realistic and think step by step. 70.8
7 Let’s think like a detective step by step. 70.3
8 Let’s think 37.5
9 Before we dive into the answer, 55.7
10 The answer 1s after the proof. 45.7
- (Zero-shot) 17.7

[Zhou et al., 2022; Kojima et al., 2022]




Selt-Consistency Further Improves Reasoning!

Sample decode with

Prompt with example chains of thought diverse reasoning paths
i ™)
KShawn has five toys. He gets two mg She has 16 - 3 - 4 = 9 eggs left.
each from his mom and dad. How many So she makes $2 * 9 = $18 per
toys does he have now? _day. The answer is $18. y
A: Shawn started with 5 toys. 2 toys each Vs
from his mom and dad is 4ymore t)c;ys. The This means she USes 3% 4 =
final answer is 5+4=9. The answer is 9. e & i il day. So in total she ——
barEuaG sells 7 ;$2 = $14 per day. The ajority vote
Q: Janet’s ducks lay 16 eggs per day. She | - aiigs e L $14. P
eats three for breakfast every morning model p The answer is 318.]
and bakes muffins for her friends every 7 -/ She eats 3 for breakfast, so \
day with four. She sells the remainder for she has 16 - 3 = 13 left. Then
$2 per egg. How much does she make she bakes muffins, so she has
every day? 13 - 4 = 9 eggs left. So she has
& J 9 * $2 = $18. The answer is
\ $18. -

Figure 1: The self-consistency method contains three steps: (1) prompt a language model using
example chains of thought; (2) sample from the language model’s decoder to generate a diverse set of
reasoning paths; and (3) choose the most consistent answer using the majority/plurality vote.

Wang, Xuezhi, Jason Wei, Dale Schuurmans, Quoc Le, Ed Chi, Sharan Narang, Aakanksha Chowdhery, and Denny Zhou. "Self-consistency improves chain of thought reasoning in language models." arXiv preprint arXiv:2203.11171 (2022).



Hallucination

é:' What is the world record for crossing the English Channel entirely on foot?




Hallucination

No fact check, e.g., summarizing a non-existent news article.
No explicit reasoning mechanism, leading to stupid mistakes

Easy to be manipulated, when the prompt is contaminated.

34



Downside of Prompt-based Learning

eInefficiency: The prompt needs to be processed every time the model makes a
prediction.

*Poor performance: Prompting generally performs worse than fine-tuning [Brown et al.,
2020].

eSensitivity to the wording of the prompt [Webson & Pavlick, 2022], order of examples
[Zhao et al., 2021: Lu et al., 2022], etc.

eLack of clarity regarding what the model learns from the prompt. Even random labels
work [Zhang et al., 2022; Min et al., 2022]
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https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/2005.14165
https://aclanthology.org/2022.naacl-main.167/
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https://aclanthology.org/2022.acl-long.556/
https://arxiv.org/abs/2202.12837
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https://arxiv.org/abs/2202.12837
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Prompting for CSS

Can Large Language Models Transform
Computational Social Science?

Caleb Ziems"’ William Held

Stanford University Georgia Institute of Technology
Omar Shaikh Jiaao Chen

Stanford University Georgia Institute of Technology
Zhehao Zhang Diyi Yang™

Dartmouth College Stanford University

37



Are LLMs feasible tools for CSS?

Psychology
Political Science
Literature

History
Sociology

Linguistics

38



Are LLMs feasible tools for CSS?

CARER
r/Jokes + Pun of the Day

Stanford Politeness Corpus

EPITOME
SemEval-2016 Stance Dataset

Ideological Books Corpus
Article Bias Corpus ... ..

WikiEvents . .
Hippocorpus -
Wikipedia Talk Pages

CMU Movie Corpus
Indian English Minimal Pairs

Q utterance-level Q conversation-level O document-level



Zero-Shot Prompted L Ms

Autoregressive Encoder-Decoder

GPT-3 Flan-T5
text-ada S
base
text-babbage large
text-curie XL
text-davinci AXL
001
003 MLM (Classification)
ChatGPT RoBERTa-large
GPT-4

Encoder-Decoder (Generation)
T5

Note: GPT model sizes are estimates

40



Prompt Engineering

Best Practice: multiple choice

White House Ousts Top Climate Change Official

Which of the tfollowing describes the above news headline?

41



Prompt Engineering: multiple choices

Best Practice: multiple choice (Hendrycks et al. 2021)

White House Ousts Top Climate Change Official

Which of the tfollowing describes the above news headline?

A: Misinformation

B: Trustworthy

42



Prompt Engineering: newlines

Best Practice: newlines (see Inverse Scaling Prize)

White House Ousts Top Climate Change Official

Which of the tfollowing describes the above news headline?

A: Misinformation(_,
B: Trustworthy

i

43



Prompt Engineering: Give instructions

Best Practice: giver instructions after the context (Child et al. 2019)

‘White House Ousts Top Climate Change Official

Wh|c:h of the foHowmg descrlbes the above news headhne’?

A: Misinformation o |
< giving instructions or

B: Trustworthy questions after the context

i

44



Prompt Engineering: Clarity the expected output

Best Practice: multiple choice (Hendrycks et al. 2021)

‘White House Ousts Top Climate Change Official

Wh|c:h of the foHowmg descrlbes the above news headhne’?

A: Misinformation

B: Trustworthy o | Constraint: Answer with only the option

above that is most accurate and nothing else.

45



Prompt Engineering: Request Structured Output

Best Practice: request structured responses in JSON format (see MiniChain)

{'Victim’: 'BLANK’, 'Place’: 'BLANK', ‘Killer': ‘BLANK’, ‘Medicallssue’: ‘Blank’}

Replace the BLANKSs with the extracted information about the event in <tgr>. Leave
the keys of the JSON unchanged.

JSON Output:

46



Classification Evaluation

Which of the following leanings would a political
scientist say that the above article has? Prompt templates constructed per task

A:Liberal x 500 test examples
B: Conservative

C: Neutral

'l

Auto Eval:
LLM B 1

logit bias {\\AI’ , \\BI’ , \\CII }

47



odel Baselines FLAN-T5 FLAN text-001 text-002 text-003 Chat
}at& Rand Finetune Small Base Large XL XXL UL2 Ada Babb. Curie Dav. Davinci Davinci GPT3.5 GPT4
Utterance Level Tasks
Dialect 3.3 3.0 02 45 234 248 303 329 05 0.5 1.2 9.1 17.1 14.7 11.7 232
Emotion 16.7 716 198 638 697 657 662 708 64 49 6.6 19.7 36.8 44.0 471 50.6
Figurative 25.0 992 166 232 180 322 532 623 100 152 100 194 45.6 57.8 486 17.5
Humor 49.5 73.1 518 371 549 569 299 56.8 38.7 333 347 292 29.7 33.0 43.3 61.3
Ideology 33.3 648 186 23.7 430 476 53.1 464 397 25.1 252 23.1 46.0 46.8 43.1 60.0
Impl. Hate 16.7 62.5 74 144 7.2 323 296 320 7.1 7.8 49 92 18.4 19.2 16.3 3.7
Misinfo 50.0 816 333 532 648 687 696 774 458 362 415 423 70.2 73.7 550 269
Persuasion | 14.3 52.0 36 104 375 321 457 435 3.6 5.3 47 113 21.6 17.5 23.3 564
Sem. Chng. | 50.0 623 335 410 569 520 36.3 416 328 389 413 357 419 374 442 21.2
Stance 33.3 36.1 252 366 422 432 49.1 48.1 18.1 17.7 17.2 356 46.4 41.3 48.0 76.0
Conversation Level Tasks
Discourse 14.3 49.6 42 215 336 378 506 396 6.6 9.6 43 114 35.1 36.4 354 16.7
Empathy 33.3 716 16.7 167 221 212 359 347 245 176 276 16.8 16.9 17.4 22.6 6.4
Persuasion | 50.0 33.3 92 110 113 84 418 431 6.9 6.7 6.7 333 33.3 53.9 51.7 286
Politeness 33.3 758 224 424 447 572 519 534 16.7 171 339 221 33.1 394 51.1 59.7
Power 49.5 72.7 466 480 408 556 526 569 431 398 375 369 39.2 51.9 56.5 420
Toxicity 50.0 646 438 404 425 434 340 482 414 342 334 348 41.8 46.9 31.2 554
Document Level Tasks
Event Arg. 22.3 65.1 - - - - - - - - 86 86 21.6 229 223 230
Event Det. 0.4 75.8 98 7.0 1.0 109 418 506 298 473 474 444 48.8 52.4 51.3 148
Ideology 33.3 8.1 240 192 283 290 424 388 221 268 189 215 42.8 43.4 447 515
Tropes 36.9 - 1.7 84 137 146 19.0 286 7.7 128 16.7 152 16.3 26.6 369 449




odel Baselines FLAN-T5 FLAN text-001 text-002 text-003 Chat
E& Rand Finetune Small Base Large XL XXL UL2 Ada Babb. Curie Dav. Davinci Davinci GPT3.5 GPT4
Utterance Level Tasks
Dialect 3.3 3.0 02 45 234 248 303 329 05 0.5 1.2 9.1 17.1 14.7 11.7 232
Emotion 16.7 716 198 638 697 657 662 708 64 49 6.6 19.7 36.8 44.0 471 50.6
Figurative 25.0 992 166 232 180 322 532 623 100 152 100 194 45.6 57.8 486 17.5
Humor 49.5 73.1 518 371 549 569 299 56.8 38.7 333 347 292 29.7 33.0 433 61.3
Ideology 33.3 648 186 237 430 476 53.1 464 397 251 25.2 231 46.0 46.8 43.1 60.0
Impl. Hate 16.7 62.5 74 144 7.2 323 296 320 7.1 7.8 49 92 18.4 19.2 16.3 3.7
Misinfo 50.0 816 333 532 648 687 696 774 458 362 415 423 70.2 73.7 550 269
Persuasion | 14.3 52.0 36 104 375 321 45.7 435 3.6 53 47 113 21.6 17.5 23.3 564
Sem. Chng. | 50.0 62.3 335 410 569 520 36.3 416 328 389 413 35.7 419 374 442 21.2
Stance 33.3 36.1 252 366 422 432 49.1 48.1 18.1 17.7 172 35.6 46.4 41.3 48.0 76.0
Conversation Level Tasks
Discourse 14.3 49.6 42 215 336 378 506 396 6.6 9.6 43 114 35.1 36.4 354 16.7
Empathy 33.3 71.6 16.7 16.7 221 212 359 347 245 176 276 16.8 16.9 17.4 22.6 6.4
Persuasion | 50.0 33.3 92 11.0 113 84 418 431 6.9 6.7 6.7 333 33.3 53.9 51.7 286
Politeness 33.3 758 224 424 447 572 519 534 16.7 171 339 221 33.1 394 51.1 59.7
Power 49.5 727 466 480 408 556 526 569 431 398 375 369 39.2 51.9 56.5 42.0
Toxicity 50.0 646 438 404 425 434 340 482 414 342 334 348 41.8 46.9 31.2 554
Document Level Tasks
Event Arg. | 223 65.1 -~ - -~ - -~ -~ - - 86 86 21.6 229 223 23.0
Event Det. 0.4 75.8 98 7.0 1.0 109 418 506 298 473 474 444 48.8 52.4 51.3 148
Ideology 33.3 8.1 240 192 283 290 424 388 221 268 189 21.5 42 .8 43.4 447 515
Tropes 36.9 - 1.7 84 13.7 146 19.0 286 77 128 16.7 152 16.3 26.6 369 449



How does model size affect CSS tasks?

Mean CSS Task F1 Score

flan-UL2
0.5
flan-to5-xxl >
x
flants-xl ...
R
0.4 flan-t5-large
0‘*‘ |
flan-t5-base
0.3 >
babbage-001 curie-001 |
) ada-001 ’ O
02 isamal A
an-tS-small PO
1.00E+8 1.00E+9 1.00E+10

Model Parameters
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1.00E+11

davinci-003, gpt3.5

z ............................ ‘

davinci-002
¢

davinci-001

1.00E+12



Are LLMs better adapted for some subtields?

0.8
0.7
0.6

Performance
's not tied to

Task F1 Scores

academic discipline 0->

0.4

0.3 )
but rather by 1
the complexity of e (Nevsa‘\o‘\ doC\““em

the input

Level of Analysis
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