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BERT for Classification

Bidirectional encoder representations from Transformers  

Context is the key 

p(play | Elmo and Cookie Monster play a game .)  

p(play | The Broadway play premiered yesterday .) 
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BERT demonstrated strong performances on 
a wide range of NLP tasks!
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Masked Language Modeling

Mask out k% of the input words, and then predict the masked words (k=15%) 

Input:    The man went to the [MASK] . He bought a [MASK] of milk . 
Labels:  [MASK] = store; [MASK] = gallon. 
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Next Sentence Prediction

To learn relationship between sentences, predict whether Sentence B is actual 
sentence that proceeds Sentence A, or a random sentence  
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Input Representation

Each token is the sum of three embeddings 
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Model Architecture: Transformer

Multi-headed self attention to model context 

Feed-forward layers to compute non-linear 
hierarchical features 

Positional embeddings to allow model to 
learn relative positioning 

Link: https://nlp.stanford.edu/seminar/details/jdevlin.pdf
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https://nlp.stanford.edu/seminar/details/jdevlin.pdf
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https://jalammar.github.io/illustrated-bert/ 10



How to use BERT for Classification  
(e.g., sentiment, fact-checking, rumors)
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Pros and Cons of BERT for CSS

Strong prediction performance 

Fine-tuning on top of pertained representations 

Prediction and representation can be hard to interpret  

Subject to biases in these learned representations 

Require computational resources 
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Prompt for LLMs

Fine-tuning LLMs (e.g., GPT-3 175B) is often not feasible due to its large size 

Prompts (or in-context learning) were then introduced and used 
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Prompting
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Prompting: encourage a pre-
trained model to make particular 
predictions by providing a "prompt" 
specifying the task to be done.

Liu Pengfei, et al. "Pre-train, prompt, and predict: A systematic survey of prompting 
methods in natural language processing." arXiv 2021

http://pretrain.nlpedia.ai/
http://pretrain.nlpedia.ai/


I put ________ fork down on the table.

Intuition of Prompting
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Peking University is located in ________, China.Beijing

LAMA Benchmark, from Petroni, Fabio, et al. "Language models as knowledge bases?." EMNLP 2019 
Slides adjusted from John Hewitt, Stanford CS 224n

The woman walked across the street, checking for traffic over ___ shoulder.

The value I got was the sum total of the popcorn and the drink. Overall, it 
was a _________ movie!boring

World knowledge

theSyntactic categories

herCoreference

I went to the ocean to see the fish, turtles, seals, and _______.crabsSemantic categories

Sentiment

Iroh went into the kitchen to make some tea. Standing next to Iroh, Zuko 
pondered his destiny. Zuko left the ________.kitchen

Reasoning

https://arxiv.org/pdf/1909.01066.pdf
http://web.stanford.edu/class/cs224n/slides/cs224n-2021-lecture10-pretraining.pdf


Intuition of Prompting
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Pre-trained models learn various types of knowledge. 

The knowledge is useful across NLP tasks. 

These knowledge can be surfaced with “templates” (prompt).

World knowledge

Syntactic categories

Coreference

Semantic categories

Sentiment

Reasoning



Prompting
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Zero/few-shot Prompting

Traditional Fine-tuning



Chatbot: A language model is a statistical 
model that describes the probability of a 
word given the previous words. 

One model, N tasks (e.g., GPT-3, 175B)

19GPT-3 API, from OpenAI: https://beta.openai.com/examples

credits: SELECT * FROM users WHERE 
state='CA' AND credits > 1000;

Create a SQL request to find all users who 
live in California and have over 1000 
credits:

Translation / NL2code

Q&A
Chatbot: I am a ML/AI language model tutor 
You: What is a language model? 
Chatbot:

TL;DR: A neutron star is the collapsed core of a 
massive supergiant star. These ultra-dense objects are 
incredibly fascinating due to their strange properties 
and their potential for phenomena such as extreme 
gravitational forces and a strong magnetic field.

Decide whether a Tweet's sentiment is 
positive, neutral, or negative. 

Tweet: "I loved the new Batman movie!" 
Sentiment:

Sentiment analysis classifier

Positive

Summarization

A neutron star is the collapsed core of a massive 
supergiant star, which had a total mass of between 10 
and 25 solar masses, possibly more if the star was 
especially metal-rich.[1] Neutron stars are the 
smallest and densest stellar objects, excluding black 
holes and hypothetical white holes, quark stars, and 
strange stars.[2] Neutron stars have a radius on the 
order of 10 kilometres (6.2 mi) and a mass of about 1.4 
solar masses.[3] They result from the supernova 
explosion of a massive star, combined with 
gravitational collapse, that compresses the core past 
white dwarf star density to that of atomic nuclei. 

TL;DR:

The semantic of TL;DR
Semantic of query

Targeted world knowledge

Syntax of code

https://beta.openai.com/examples


Emergent Zero-shot Learning
GPT-2 beats SoTA on language modeling benchmarks with no task-specific fine-tuning
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Emergent few-shot learning

Specify a task by simply prepending examples of the task before your example 

Also called in-context learning, to stress that no gradient updates are 
performed when learning a new task 
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Emergent few-shot learning
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Emergent few-shot learning
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Emergent few-shot learning

24



Limits of Prompting for Harder Tasks

Some tasks seem too hard for even large LMs to learn through prompting alone.
Especially tasks involving richer, multi-step reasoning.
(Humans struggle at these tasks too!)

Solution: change the prompt!
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Chain-of-thought Prompting
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Chain-of-thought prompting is an emergent property of model scale
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Chain-of-thought Prompting
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Zero-shot Chain-of-thought Prompting

Q: A juggler can juggle 16 balls. Half of the 
balls are golf balls, and half of the golf balls 
are blue. How many blue golf balls are there? 

A: Let’s think step by step.                                                        There are 
16 balls in total. Half of the balls are golf 
balls. That means there are 8 golf balls. 
Half of the golf balls are blue. That 
means there are 4 blue golf balls. 
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Zero-shot COT prompting
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Zero-shot Chain-of-thought prompting



Self-Consistency Further Improves Reasoning!

Wang, Xuezhi, Jason Wei, Dale Schuurmans, Quoc Le, Ed Chi, Sharan Narang, Aakanksha Chowdhery, and Denny Zhou. "Self-consistency improves chain of thought reasoning in language models." arXiv preprint arXiv:2203.11171 (2022).



Hallucination 
No fact check, e.g., summarizing a non-existent news article. 

No explicit reasoning mechanism, leading to stupid mistakes 

Easy to be manipulated, when the prompt is contaminated.
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Hallucination 

No fact check, e.g., summarizing a non-existent news article. 

No explicit reasoning mechanism, leading to stupid mistakes 

Easy to be manipulated, when the prompt is contaminated.
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Downside of Prompt-based Learning 

•Inefficiency: The prompt needs to be processed every time the model makes a 
prediction. 

•Poor performance: Prompting generally performs worse than fine-tuning [Brown et al., 
2020]. 

•Sensitivity to the wording of the prompt [Webson & Pavlick, 2022], order of examples 
[Zhao et al., 2021; Lu et al., 2022], etc. 

•Lack of clarity regarding what the model learns from the prompt. Even random labels 
work [Zhang et al., 2022; Min et al., 2022]
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https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/2005.14165
https://aclanthology.org/2022.naacl-main.167/
http://proceedings.mlr.press/v139/zhao21c/zhao21c.pdf
https://aclanthology.org/2022.acl-long.556/
https://arxiv.org/abs/2202.12837
https://arxiv.org/pdf/2210.10693.pdf
https://arxiv.org/abs/2202.12837
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Prompting for CSS
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Are LLMs feasible tools for CSS?
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Are LLMs feasible tools for CSS?
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40



Prompt Engineering

Best Practice: multiple choice 

41

White House Ousts Top Climate Change Official 
Which of the following describes the above news headline? 



Prompt Engineering: multiple choices 

Best Practice: multiple choice (Hendrycks et al. 2021)
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White House Ousts Top Climate Change Official 
Which of the following describes the above news headline? 

A: Misinformation  
B: Trustworthy  



Prompt Engineering: newlines

Best Practice: newlines (see Inverse Scaling Prize)
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White House Ousts Top Climate Change Official 
Which of the following describes the above news headline? 

A: Misinformation  
B: Trustworthy  ↩↩



Prompt Engineering: Give instructions 

Best Practice: giver instructions after the context (Child et al. 2019)
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White House Ousts Top Climate Change Official 
Which of the following describes the above news headline? 

A: Misinformation  
B: Trustworthy  ↩↩

giving instructions or 
questions after the context



Prompt Engineering: Clarify the expected output

Best Practice: multiple choice (Hendrycks et al. 2021)
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White House Ousts Top Climate Change Official 
Which of the following describes the above news headline? 

A: Misinformation  
B: Trustworthy  ↩↩ Constraint: Answer with only the option 

above that is most accurate and nothing else. 



Prompt Engineering: Request Structured Output

Best Practice: request structured responses in JSON format (see MiniChain)
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{‘Victim’: ‘BLANK’, ‘Place’: ‘BLANK’, ‘Killer’: ‘BLANK’, ‘MedicalIssue’: ‘Blank’} 

Replace the BLANKs with the extracted information about the event in <tgr>. Leave 
the keys of the JSON unchanged. 

JSON Output: 



Classification Evaluation
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How does model size affect CSS tasks? 
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Are LLMs better adapted for some subfields? 
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