Abstract:
Recurrent Neural Networks were historically successful architecture for Machine Reading Comprehension. QANet was the first architecture to achieve higher performance with only convolutions and self-attention. In this paper, we discuss its implementation and architecture with an emphasis made on the model use of parameters. We tested the model and some variations of it on the Stanford Question Answering Dataset 2.0

Problem & Dataset
Given the SQuAD 2.0 dataset [1], where every instance consist of the triplet (question, query, answer), we want to build a model that predicts the answer from new question/query instance. The SQuAD dataset has some questions where the query isn’t answered, in which case the model should outputs no answer. The training dataset is constituted of:
- train (129,941 examples): All taken from the official SQuAD 2.0 training set
- dev (6078 examples): Roughly half of the official dev set, randomly selected.
- test (5915 examples): The remaining examples from the official dev set, plus hand-labeled examples.

Baseline & Final model
Our baseline was the BiDAF architecture [2] which was the state of the art when QANet was published. One of the main contribution of that paper was the bidirectional attention flow layer that coupled the query and the context to model that produce a set of query-aware vectors for each word in the context.

Experiments & Results:
We experimented with the QANet architecture, which consists of an embedding layer, encoder, layer context-query attention layer, modelling and output layers. The encoder block consists of a stack of encoders, and we played with the number of encoder we are putting in this layer. We achieved the highest performance with 6 blocks.
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