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Abstract

Text messaging has become a dominant form of communication, and emojis play a crucial role in conveying emotions for many people, which makes accurate emoji prediction for messages a useful task to explore. This project aims to predict emojis for texts in supervised setting and generalize to new emojis in zero-shot setting. We formulate supervised emoji prediction as a multi-class classification problem and fine-tune pretrained BERT and GPT-2 for this task. Further, we adapt instruction tuning that is originally proposed in the FLAN paper to GPT-2 to generalize to zero-shot setting. We find that the fine-tuned models achieve decent results for the supervised task, but instruction tuning fails to help GPT-2 generate accurate predictions for the zero-shot task due to the small scale of the dataset and model compared to those used for FLAN.

1 Introduction

The COVID-19 pandemic has led to a dramatic shift in the way people communicate over the last two years. Most of the people now have to turn to virtual communications to help prevent the spread of COVID-19, and text messaging has become a major channel for communication. Many people rely on using emojis to compensate for the lack of emotions in plain texts. As of September 2021, there were in total 3,633 emojis in the Unicode Standard. However, typically people are only familiar with a very small subset of them. And new emojis keep springing out, which makes it challenging for people to keep track of them all and choose the most accurate one. Therefore, accurate prediction of emojis is a very useful task that helps to make online communication richer and more emotive, which is especially important during the pandemic.

In this project, we aim to predict emojis from texts in supervised setting and generalize to zero-shot setting as well. Formally, denote the set of emoji labels by $E$ and the dataset by $D = \{(t_n, e_n), n = 1, \cdots, N\}$, where $t_n = \{t_1, t_2, \cdots, t_k\}$ represents a text sequence with $k$ tokens and $e_n$ refers to a single emoji in the label set $E$. Given a piece of text $t$, the model should out an emoji $e \in E$ that best captures the emotion and context expressed in $t$.

We employ the "pre-training and fine-tuning" paradigm for the supervised task using transformer-based language models BERT [1] and GPT-2 [2] as the base model, and we adapt the instruction tuning approach [3] to tune pre-trained language models for zero-shot emoji prediction. We find that fine-tuned BERT and GPT-2 are able to achieve decent performance on the supervised task, whereas the zero-shot emoji prediction is a much more challenging task that requires further investigation. We also give detailed error analysis for the supervised predictions to identify chances for improvements.
2 Related Work

2.1 Emoji Prediction

There has been limited work on the emoji prediction task so far. Felbo et al. [4] proposed DeepMoji built with a variant of Long Short-Term Memory model that uses emoji occurrences as noisy labels for distant supervision to better detect sentiment, emotion, and sarcasm. Unlike their work, besides the "mood" emojis, we also include other types of emojis such as "objects" and "nature" in our label set because our goal is to help people select the right emoji to use rather than performing sentiment analysis. Ma et al. [5] subsequently used BERT as the base model to make predictions on a richer set of emojis. Our project extends this line of work by fine-tuning both BERT, an encoder-only model, and GPT-2, a decoder-only model, for the supervised task and exploring the emoji prediction task in the zero-shot setting.

2.2 Transformers

Transformers [6] have been shown to be effective at a wide range of natural language processing tasks and led to the development of pre-trained language models such as BERT [1] and GPT models [2, 7]. BERT is designed to pre-train deep language representations from unlabeled texts by making use of a multi-layer bidirectional transformer encoder. It can be fine-tuned with just one additional output layer to produce strong results on various tasks such as question answering and language inference. In contrast, the GPT models are decoder-only transformers trained to predict the next token given previous contexts.

The emergence of these pre-trained language models has led to the popularity of the "pre-train and fine-tune paradigm", a simple yet effective way to tackle many downstream tasks. However, the gap between the pre-training objective and downstream tasks can be significant, and new parameters require lots of task-specific examples to be trained. Consequently, prompt-based learning was proposed to address these limitations by putting the downstream task into the same format as the pre-training objective through a template. For example, GPT-3 [7], a large language model with 175 billion parameters, can learn to handle many downstream tasks from a few examples presented through prompts without any gradient updates of the underlying model. Nevertheless, prompting techniques require careful prompt engineering and does not work well on natural language inference (NLI) tasks.

Drawing inspirations from both the "pre-train and fine-tune" and "prompting" paradigms, Wei et al. [3] proposed to improve zero-shot learning abilities of language models through instruction tuning—fine-tuning language models on a collection of datasets described via instructions. By instruction-tuning a pre-trained model with 137 billion parameters on over 60 NLP datasets and evaluating on unseen tasks, the authors have demonstrated that their instruction-tuned model FLAN (Finetuned LAnguage Net) not only substantially outperforms its untuned counterpart in zero-shot setting, but also surpasses GPT-3 in terms of zero-shot performance on 20 out of 25 datasets that were used for evaluation.

3 Approach

3.1 Supervised Setting

Following the "pre-train and fine-tune" paradigm (shown in Figure 1A), we fine-tune pre-trained BERT [1] and GPT2 [2] for multi-class sequence classification. Since BERT is an encoder-only model, we can use the final hidden state of the [CLS] token that is designed to represent the information of the entire text sequence to perform classification. In contrast, GPT-2 is a decoder transformer in which the last token in the input sequence contains all the information needed for making predictions in a classification task, which requires us to pad to the left. On top of the base models, we stack a simple linear layer with fan-in the same as the model’s hidden size and fan-out the number of classes present in the dataset as a simple classifier. By mapping the outputs to a probability distribution through the classifier, our models predict the label with the highest probability.
3.2 Zero-shot Setting

For the zero-shot task, we adopt the instruction tuning approach [3] (shown in Figure 1(B)) and use the GPT-2 with a language modelling head as the base model. The intuition behind this method is that by teaching a language model to perform tasks described via instructions using supervision, the model could learn to follow instructions and even generalize to unseen tasks. While the original FLAN paper views zero-shot learning as models’ ability to generalize to unseen tasks, we use a more traditional definition to define our problem as classifying instances among a set of unseen categories. Still, the instruction tuning method is applicable in our case if we consider the new emojis as the unseen tasks.

More explicitly, we hold out a subset of emojis for evaluation while using the rest for tuning. This setup ensures that our model has not seen some of the emojis during instruction tuning, so that we can test for its zero-shot ability on the emoji prediction task at inference time. To make our dataset suitable for the instruction tuning approach, we manually compose nine templates that use natural language instructions to describe the emoji prediction task and use them to transform our dataset into an instructional format. Again, since GPT-2 is a decoder-only model designed for free text generation, we need to adapt it to our classification task. Following the FLAN [3] paper, we include an options suffix to make the model aware of which choices are desired. An example of a pair of input and output is shown in Figure 2. To help the model to generalize, we randomly choose a template for each input text. In addition, we also randomize the number of options given and the actual options themselves included in the prompt. Meanwhile, we make sure that the true target is among the options given to the model.

We utilize two methods for our models to generate predictions for emojis. The first way exploits the ability of GPT-2 to generate text by giving the model a prompt in the instructional format and asking it to generate the next tokens until an "end-of-text" token appears. We take the generated sequence of tokens as the prediction. However, since the vocabulary size is over 50k and we place no constraints on the generation process, it is not guaranteed that the generated sequences are the desired emojis. Hence, the second way forces the model to generate one of the desired emoji labels by assigning a score to each of the possible labels and select the one with the highest score. Since emoji labels can be tokenized into multiple tokens of different lengths, we use chain rule to calculate the probability of each generated sequence and normalize the probabilities to take into account the effect of varying lengths on the resulting score based on the formula below, where \(s, t, e = \{e_1, e_2, \ldots, e_n\}\) denotes the score, input text, and tokenized emoji label respectively. Without the normalization factor, longer sequences would have lower scores than shorter sequences because probabilities between 0 and 1 are multiplied for a larger number of times.

\[
s(e|t) = \left[p(e_1|t) \cdot p(e_2|t, e_1) \cdot p(e_k|t, e_1, \ldots, e_{k-1})\right]^\frac{1}{n}
\]  

(1)
4 Experiments

4.1 Data

We use a dataset of English tweets with emojis extracted from the EmojifyData-En Dataset downloaded from Kaggle. The original dataset is in BIO format and contains over 6 million tweets, each with at least one emoji from 49 classes in total. Since each tweet in the EmojifyData-En Dataset can contain more than one emoji, we filtered out those tweets with multiple emojis and obtain the EmojifyData-En-Single dataset with around 5.2 million tweets. In other words, each tweet in EmojifyData-En-Single contains only one single emoji from the same 49 classes as the original dataset. Hashtags, urls, and mentions were removed from the tweets, and we chose not to convert all letters to lowercase since capitalization can encode users’ emotions. Note that the distribution over emojis is not balanced in that the most frequent one (😊) has 1 million occurrences while the least frequent one (😭) only has 1579 occurrences.

4.1.1 Supervised

We randomly sample 1 million tweets from EmojifyData-En-Single to form Emoji-1m-49. In order to examine the effect of sample size on the fine-tuning results, we also form another dataset Emoji-100k-49 in the same way except that it has a smaller size of 100 thousands tweets. Further, we obtain Emoji-1m-20 and Emoji-100k-20 from the two datasets respectively by picking those tweets with labels being one of the top 20 most frequently used emojis out of the 49 classes, each containing 749,570 and 75,087 tweets. We divide each dataset into train/dev/test sets with 80%/10%/10% using random seed 2022.

4.1.2 Zero-shot

We split the Emoji-1m-49 dataset based on labels to ensure that the labels predicted at test time were not seen in training. We randomly select 39 emojis for training and use the rest 10 emojis for testing, and we call the resulting dataset Emoji-1m-zs. To account for the imbalanced distribution, we also form another zero-shot dataset Emoji-balanced with a more even distribution by randomly sampling 3000 tweets from all emoji classes except for two, 😁 and 😭, which has only 2570 and 1579 occurrences respectively and thus all the associated tweets are included.

4.2 Evaluation method

We use top 1 accuracy, top 3 accuracy, and F1-score to evaluate the performance of our models, where top n accuracy is defined as the accuracy where the true class matches with any one of the n most probable classes predicted by our models. Top 3 accuracy is computed because there could be more than one reasonable emojis that can be used for each tweet. F1-score is also used here because there are imbalanced classes.
4.3 Experimental details

4.3.1 Supervised

We use the pre-trained 'bert-base-cased' and 'gpt2' models provided in the HuggingFace transformers library [9] as the base models for fine-tuning. For each model, we stack a single linear layer with fan-in 768 and fan-out being the number of classes in the respective dataset as the classification head and fine-tune all the layers. We train with cross entropy loss for 5 epochs. The models predict the label with the highest probability score for each input sequence. We set the maximum sequence length to be 128 and batch size to be 64. We use the AdamW optimizer with learning rate 1e-4 and stopping threshold 1e-8.

4.3.2 Zero-shot

We use the pre-trained 'gpt2' model with a language modelling head [9] as the base model. For each input tweet, a template is randomly selected out of the nine to turn it into instructional format; an integer \( n \) is randomly sampled between 5 and 10 as the number of options to give; \( n \) emojis are randomly selected as the list of options given in the prompt. If the true label is not among the randomly selected options, we randomly replace one of them by the true label. We prepend "<startoftext>" and append "<endoftext>" tokens to the formatted input to enable the model be aware of where a piece of text starts and end. During training, we use teacher forcing by including the true label in the formatted input; at test time, we do not give the true label and let the model generate until it reaches an "<endoftext>" token. We train for 3 epochs with batch size 8 and max sequence length 512. We use the AdamW optimizer with learning rate of 5e-5, gradient accumulation steps of 4, warm up steps 500, and weight decay 0.01.

4.4 Results

4.4.1 Supervised

The training curves for GPT-2 and BERT are displayed in Figure 3 and 4 respectively. As demonstrated in the accuracy and loss curves, both of the models start to overfit after the fourth epoch. In addition, the training accuracy is initially lower than the validation accuracy, possibly because of the random dropout that brings a better generalization ability.

The results for models’ performance on the supervised emoji prediction task are shown in Table 1. The top 3 accuracies are consistently higher than the top 1 accuracy since they are less strict. The performance of the pre-trained GPT-2 model without fine-tuning is close to random, suggesting that emoji prediction is a rather difficult task, and as expected, fine-tuning greatly boosts the performance of our models. Comparing the results across datasets with the same number of classes but different sizes, we see that increasing the size of training data helps with learning. Moreover, with fewer classes, our models are able to achieve a higher accuracy. Comparing the performance of fine-tuned BERT and GPT-2, we find that their performance are quite similar, though GPT-2 are slightly better in terms of top 1 accuracy and F-1 score on all four datasets.

4.4.2 Zero-shot

Unfortunately, the instruction-tuned GPT-2 is not able to produce predictions better than random. On both zero-shot datasets, Emoji-1m-zs and Emoji-balanced, the training loss quickly drops to be very small at the beginning of the training process, whereas the validation loss gradually starts to increase (example training curves shown in Appendix A). For example, using the Emoji-balanced dataset, the training loss drops from 6.1 at step 100 to 0.39 at step 200, and keeps decreasing after that. To save training time, we evaluate on the validation set every 1000 steps. The validation loss at step 1000 is 0.66 and slowly increase to 0.75 at step 10,000. Even if we train the model for a longer period of time, the validation loss keeps increasing. We originally plan to train for 5 epochs, but stop after 3 epochs as the continuously decreasing training loss and increasing validation loss indicate that the model is clearly overfitting. When loading the best model for evaluating the model’s performance
Figure 3: The training and validation loss (left) and accuracy (right) for fine-tuned GPT-2 on emoji-1m-49.

Figure 4: The training and validation loss (left) and accuracy (right) for fine-tuned Bert on emoji-1m-49.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>ACC</th>
<th>ACC@3</th>
<th>F-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emoji-100k-49</td>
<td>GPT-2*</td>
<td>0.01</td>
<td>0.06</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>BERT</td>
<td>0.32</td>
<td>0.52</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>GPT-2</td>
<td>0.36</td>
<td>0.55</td>
<td>0.32</td>
</tr>
<tr>
<td>Emoji-100k-20</td>
<td>GPT-2*</td>
<td>0.07</td>
<td>0.12</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>BERT</td>
<td>0.42</td>
<td>0.67</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>GPT-2</td>
<td>0.43</td>
<td>0.67</td>
<td>0.41</td>
</tr>
<tr>
<td>Emoji-1m-49</td>
<td>GPT-2*</td>
<td>0.01</td>
<td>0.03</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>BERT</td>
<td>0.45</td>
<td>0.63</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>GPT-2</td>
<td>0.47</td>
<td>0.64</td>
<td>0.45</td>
</tr>
<tr>
<td>Emoji-1m-20</td>
<td>GPT-2*</td>
<td>0.10</td>
<td>0.16</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>BERT</td>
<td>0.55</td>
<td>0.76</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>GPT-2</td>
<td>0.56</td>
<td>0.75</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Table 1: Results on supervised emoji prediction for pre-trained GPT-2 (denoted by *), fine-tuned BERT and GPT-2. We report top 1 accuracy (ACC), top 3 accuracy (ACC@3), and F-1 score for all models.
on the language modelling task, we discover that the first checkpoint saved at step 100 has
the best accuracy, which is consistent with our speculation.

As it turns out, the evaluation accuracies are extremely low using either of the two ways
for prediction. On one hand, when we provide the tuned model with a prompt and let
it generate the next tokens, we find that the model does learn to generate an emoji,
but it often ignores the list of options given in the prompt and produces labels seen
in the training data. When it does look at the option list, the model tends to output
three specific emojis most of the time, including ":back_hand_index_pointing_right:,
":smiling_face_with_sunglasses:" and ":white_heavy_check_mark:". On the other hand,
the model does generate a more diverse set of emojis all belonging to the test label set when
we force the model to predict a label from the test classes using scores from equation 1, but
it still gives out "back_hand_index_pointing_right" and "smiling_face_with_sunglasses"
most of the time, consistent with the free text generation case. As a result, the accuracies
are below 10% for test sets, which only contain tweets with emojis from 10 classes.

5 Analysis

5.1 Supervised

Overall, fine-tuned GPT-2 achieves slightly better performance than BERT, possibly because
BERT is pre-trained on the English Wikipedia and Brown Corpus while GPT-2 is pre-trained
on a more diverse dataset, which might be more helpful for the emoji prediction task. A
sample of the predictions produced by the fine-tuned GPT-2 is shown in Table 2. We can see
that for both of the first two tweets presented in the table, the top 3 predictions contain the
true label. In particular, the top 1 prediction exactly matches the true emojis that are used.
Note that the model predicts 🙀 for the first tweet, which is actually not a typical emoji
to use, suggesting that our model is able to capture the meaning carried in less frequently
used emojis. As for the third example, the true emoji is ❤️, which is not among the top 3
predictions produced. Admittedly, our model has some stereotypes. Nevertheless, the top
prediction ❤️ is closely related to the true label, and it is even hard for human to identify
the true emoji in this case without additional contexts.

By inspecting at the evaluation report for all the classes, we observe a correlation between
F-1 scores and the number of times the emojis appear in the dataset. Figure 5 displays two
scatter plots for F1-score versus log(number of occurrences). We apply a log transformation
to the number of occurrences to make the distribution of number of occurrences less skewed,
and the plot shows a moderately strong positive relationship between the F1-score and the
frequency of emojis as higher frequency is associated with higher scores.

<table>
<thead>
<tr>
<th>Tweet</th>
<th>Predictions (probabilities)</th>
<th>True emoji</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lmao my brother is so dramatic.</td>
<td>🙀 😂 😈</td>
<td>🙀</td>
</tr>
<tr>
<td>Done. Good luck everyone!</td>
<td>😊❤️❤️</td>
<td>😊</td>
</tr>
<tr>
<td>Its Yoongis birthday. We wish him all the best.</td>
<td>❤️ 🌟 🌟</td>
<td>❤️</td>
</tr>
</tbody>
</table>

Table 2: A sample of predictions made by the fine-tuned GPT-2 model.

5.2 Zero-shot

Since the predictions made by the instruction-tuned model through free text generation
are emojis present in the dataset, the model indeed learns from the data to some extent.
However, the fact that it outputs emojis seen in training data suggests that the model
starts to memorize the training labels and cannot generalize to new data. Moreover, as
mentioned in section 4.4.2, the model tends to generate a few fixed emoji labels including
":back_hand_index_pointing_right: " and ":smiling_face_with_sunglasses:". We initially
think the reason might be the imbalanced distribution of emojis in Emoji-Im-28, but these
two emojis are respectively the 19th and 28th most frequent emoji in the dataset, which makes this explanation not plausible. Still, we construct the *Emoji-balanced* to see if a difference could be made, but the pattern persists, which rules out this explanation. We further notice that these emojis have longer lengths than other emojis. The model might deem generating more tokens as a shortcut that can lead to a higher chance of being correct. Even though the model predictions are mostly inaccurate, it does not mix up different emoji labels or make up new labels. The reason could be that the total number of emoji labels is small for a model like GPT-2, so it might be able to memorize the token combinations given in the prompt even at test time.

Besides the two zero-shot datasets mentioned in section 4.1, we also tried other ways of splitting the label sets for zero-shot setting, and all of them led to the same patterns of training and validation losses indicating that the model severely overfits the data. It is worth noting that the FLAN [3] model is instruction-tuned on over 60 datasets and its base model has 137 billion parameters. In contrast, we use a single dataset for both training and testing, and our base model has only 1.5 billion parameters. It has been demonstrated that the effect of instruction tuning on the performance of unseen tasks scales with model size. Hence, the smaller dataset and model used in our case might explain why instruction tuning does not help the model to generalize to unseen emojis.

### 6 Conclusion

In this project, we explored the emoji prediction task in both supervised and zero-shot settings. To achieve our goals, we fine-tuned two transformer-based models, BERT and GPT-2, with supervision and experimented with the novel instruction-tuning approach to perform prediction on unseen emojis. We are able to achieve F-1 scores of 45% and 55% on *Emoji-1m-49* and *Emoji-1m-20* datasets respectively, which is a substantial improvement from the pre-trained GPT-2 without fine-tuning, again demonstrating the efficacy of the "pre-train and fine-tune" paradigm in supervised setting. Though the instruction-tuned GPT-2 was not able to produce accurate predictions for unseen emojis, we observe some interesting phenomena through the predictions it make and show that a single task and a model of similar size as GPT-2 might not be sufficient for instruction tuning to work.

Due to the limited time and resources we have, we are not able to gather more datasets to further experiment with this approach. Also, it is difficult for us to gain access to models at scale like GPT-3 to match the size of the base model for FLAN. Nevertheless, zero-shot emoji prediction task is an important task that is worth further exploration. One possible future direction is to use images of emojis along with texts to develop multi-modal embeddings that might help achieve better zero-shot emoji predictions.
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Figure 6: The training and validation loss for zero-shot on Emoji-balanced dataset.