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Abstract

Recently, transformer models [1] have been applied to adversarial example generation—word level substitution models utilizing BERT [2] ([3], [4], [5]) have out-performed previous state-of-the-art approaches. Extending the paradigm of transformer-based generation of adversarial examples, we propose a novel textual adversarial example generation framework based on transformer language models: our method (GLARE) generates word- and span-level perturbations of input examples using ILM [6], a GPT-2 language model finetuned to fill in masked spans. We demonstrate that GLARE achieves a superior performance to CLARE (the current state-of-the-art model) in terms of attack success rate and semantic similarity between the perturbed and original examples.
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2 Introduction

Adversarial examples, though well-studied in the computer vision domain, are difficult to produce in the natural language processing domain, partly due to the discrete nature of text. Previous approaches, drawing on constrained methods such as rule-based heuristics [7] and synonym substitution [8], have attained relatively limited success, largely because these approaches consider neither syntactic nor semantic structure. As a result, adversarial examples yielded by these models often suffer from a lack of grammaticality, idiomaticity, and overall fluency.

These shortcomings can be explained in terms of model size and complexity. In theory, it is possible for a model of any size to generate adversarial output; however, largely due to the discrete nature of text, it is far likelier to learn an accurate representation of the search space using a highly parameterized model such as a transformer. Previous transformer-based textual adversarial frameworks have used BERT to generate word-level replacements, essentially re-purposing its pretext task (masked token prediction). Yet BERT’s training objective is not text generation—this is, however,
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Precisely the explicit objective of another class of models: generative language models, often simply referred to as language models. We predict that a generative adversarial example framework utilizing GPT-2 will at least match (and perhaps outperform) CLARE, as well as the similar BERT-based frameworks BAE [3] and BERT-ATTACK [5]. Furthermore, we predict that a framework based on GPT-2 (trained on 8 million webpages) will outperform one trained on BERT (trained only on BooksCorpus and Wikipedia) on the task of generalizing to previously unseen text.

However, left-to-right LMs such as GPT-2 suffer from the weakness of not being able to incorporate context from both sides of the current position in the sentence. To allow the LM access to both the left and right context at a given point in the sentence, we adopt the strategy introduced by (and adapt code written by) Donahue et al. [6]: the words to infill are replaced by special [blank] tokens, and for a given sentence, the model learns to continue the input with the sequence [answer] word₁ [answer] word₂ ... [answer] wordₙ [end_infill], where each word or sequence of words preceding the nth [answer] token corresponds to model's suggested replacement for the nth masked word. Although infilling with GPT-2 is not novel, applying the method to better attack a masked language model has not been previously done.

3 Related Work

- TEXTFOOLER [9] is a lightweight method that utilizes word importance ranking and synonym substitution (as well as POS constancy and semantic similarity constraints) to create adversarial examples.
- BERTATTACK [5] is a BERT-based method that uses word-importance ranking to replace individual tokens in descending order of importance.
- BAE [3] is highly similar to BERTATTACK with the additional ability to insert tokens at positions neighboring a replaced token.
- CLARE [4] is similar to its concurrent papers BAE and BERTATTACK with several small improvements: the authors substitute RoBERTa [10] for BERT and draws from three different perturbations (replace, insert, and merge) rather than simply one or two.

We consider our work to be a natural progression of BERTATTACK, BAE, and CLARE, as we substitute GPT-2 for the BERT-based model (with the expectation of generating higher-quality infills) and further allow for variable-length merges and insertions (capped by a user-specified length).

4 Approach

Similar to the CLARE paper, our method generates adversarial examples for untargeted attacks on sequence classification tasks. We create an attack recipe which, given a victim model and a dataset, creates new test examples from examples in the dataset which retain a large degree of similarity with the source example yet are classified differently by the victim model. To carry out this task, we use TEXTATTACK [11], a Python framework for producing adversarial attacks derived from a wide selection of approaches and carried out on a variety of models. Specifically, the custom attack recipe consists of word-level replacements supplied by a fine-tuned version of an infilling GPT-2 model and constrained by the minimum sentence-wise cosine similarity score in a given example. Our baselines
consist of the current SOTA model (CLARE) and its concurrent model BERTATTACK as well as the former state-of-the-art model TEXTFOOLER.  

5 Experiments

5.1 Experimental Settings

In addition to our baselines, we evaluate on three variants of the GLARE model. GLARE\textsubscript{single} is the simplest variant, and replaces single words with single words using a fine-tuned ILM model in an iterative fashion until the attack succeeds or no more words can be replaced. Following [9], words are ordered in descending order of their Word Importance Ranking (WIR), a measure of the effect on a given example’s classification after the word in question is replaced with an UNK token. GLARE\textsubscript{multi} leverages the ILM model's ability to fill in short n-grams, and replaces multi-word spans in the input with spans of variable length. Words are again ordered in descending WIR scores; however, contiguous subsequences in the ranked wordlist which also constitute contiguous subarrays of the original example (in any order) are collapsed into single spans which are replaced in tandem by the model. GLARE\textsubscript{multi} introduces two additional parameters: a maximum extension $c_{\text{max}}$, which limits the absolute difference between the length of an input span and its replacement, and a maximum collapse width $c_{\text{max}}$, which sets an upper bound on the number of words in the ranked wordlist which can be collapsed into a sequence. In all our experiments, we use $c_{\text{max}} = 5$ and $c_{\text{max}} = 3$. Finally, we evaluate on GLARE\textsubscript{ood}, an out-of-domain variant of GLARE\textsubscript{single} which uses an ILM model trained on the ROCStories short story corpus [12] (as provided by the authors) in place of the fine-tuned dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train</th>
<th>Test</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yelp Polarity</td>
<td>560K</td>
<td>38K</td>
<td>[0 (negative), 1 (positive)]</td>
</tr>
<tr>
<td>AG News</td>
<td>120K</td>
<td>7.6K</td>
<td>[0 (world), 1 (sports), 2 (business), 3 (sci/tech)]</td>
</tr>
<tr>
<td>MultiNLI</td>
<td>393K</td>
<td>20K</td>
<td>[0 (entailment), 1 (neutral), 2 (contradiction)]</td>
</tr>
<tr>
<td>QNLI</td>
<td>107K</td>
<td>5.5K</td>
<td>[0 (entailment), 1 (not entailment)]</td>
</tr>
</tbody>
</table>

Table 1: Dataset details

In accordance with previous textual adversarial methods [13], [4], we finetune the infilling GPT-2 model on the training data and evaluate on a test set of size 1000, each example with a length of no more than 100 words.

5.2 Evaluation method

We evaluate on the following metrics:

- **Attack Success Rate (A-rate)** is the percentage of attacks that were successfully performed.
- **Modification Rate (Mod)** is the average percentage of words in an example that were modified.
- **Perplexity (PPL)** as measured by a small (12-layer, 768-hidden, 12-heads, 117M parameters) non-finetuned GPT-2 model.
- **Grammar Error (GErr)** is the average number of grammatical errors introduced by each perturbed example.
- **Semantic Similarity (Sim)** is the cosine similarity between the original and perturbed text, as calculated by the Universal Sentence Encoder [14].
- **Average # of Queries** refers to the average number of substitutions it takes to produce each adversarial example in the dataset, giving a measure of GLARE’s latency.

\[\text{Due to difficulties implementing the TEXTFOOLER and CLARE models with TEXTATTACK, the baseline values included in Table 2 were taken from [4].}\]
Yelp (PPL = 53.4)  AG News (PPL = 38.03)  

<table>
<thead>
<tr>
<th>Model</th>
<th>A-rate↑</th>
<th>Mod↓</th>
<th>PPL↓</th>
<th>GErr↓</th>
<th>Sim↑</th>
<th>A-rate↑</th>
<th>Mod↓</th>
<th>PPL↓</th>
<th>GErr↓</th>
<th>Sim↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLARE (single-word)</td>
<td>77.0</td>
<td>16.6</td>
<td>163.3</td>
<td>1.23</td>
<td>0.70</td>
<td>56.1</td>
<td>23.3</td>
<td>331.3</td>
<td>1.43</td>
<td>0.69</td>
</tr>
<tr>
<td>GLARE (variable-len)</td>
<td>92.09</td>
<td>56.68</td>
<td>48.2</td>
<td>0.22</td>
<td>0.92</td>
<td>78.95</td>
<td>69.77</td>
<td>63.91</td>
<td>1.69</td>
<td>0.88</td>
</tr>
<tr>
<td>GLARE (single, OOD)</td>
<td>93.53</td>
<td>11.22</td>
<td>63.61</td>
<td>0.15</td>
<td>0.92</td>
<td>70.32</td>
<td>18.87</td>
<td>124.38</td>
<td>0.27</td>
<td>0.86</td>
</tr>
<tr>
<td>CLARE</td>
<td>79.7</td>
<td>10.3</td>
<td>51.5</td>
<td>83.5</td>
<td>0.25</td>
<td>79.1</td>
<td>6.1</td>
<td>62.8</td>
<td>86</td>
<td>0.17</td>
</tr>
<tr>
<td>TEXTFOOLER</td>
<td>77.0</td>
<td>16.6</td>
<td>163.3</td>
<td>1.23</td>
<td>0.70</td>
<td>56.1</td>
<td>23.3</td>
<td>331.3</td>
<td>1.43</td>
<td>0.69</td>
</tr>
<tr>
<td>BERTATTACK</td>
<td>71.8</td>
<td>10.7</td>
<td>90.8</td>
<td>0.27</td>
<td>0.72</td>
<td>63.4</td>
<td>7.9</td>
<td>90.6</td>
<td>0.25</td>
<td>0.71</td>
</tr>
</tbody>
</table>

MNLI (PPL = 28.87)  QNLI (PPL = 37.88)  

<table>
<thead>
<tr>
<th>Model</th>
<th>A-rate↑</th>
<th>Mod↓</th>
<th>PPL↓</th>
<th>GErr↓</th>
<th>Sim↑</th>
<th>A-rate↑</th>
<th>Mod↓</th>
<th>PPL↓</th>
<th>GErr↓</th>
<th>Sim↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLARE (single-word)</td>
<td>92.92</td>
<td>6.16</td>
<td>77.94</td>
<td>0.23</td>
<td>0.84</td>
<td>86.89</td>
<td>10.04</td>
<td>72.92</td>
<td>0.22</td>
<td>0.87</td>
</tr>
<tr>
<td>GLARE (variable-len)</td>
<td>84.15</td>
<td>18.76</td>
<td>60.21</td>
<td>0.33</td>
<td>0.82</td>
<td>79.63</td>
<td>42.24</td>
<td>55.59</td>
<td>0.47</td>
<td>0.89</td>
</tr>
<tr>
<td>GLARE (single, OOD)</td>
<td>93.64</td>
<td>5.84</td>
<td>64.55</td>
<td>0.15</td>
<td>0.84</td>
<td>91.08</td>
<td>9.74</td>
<td>77.31</td>
<td>0.18</td>
<td>0.87</td>
</tr>
<tr>
<td>CLARE</td>
<td>88.1</td>
<td>7.5</td>
<td>82.7</td>
<td>0.02</td>
<td>0.82</td>
<td>83.8</td>
<td>11.8</td>
<td>76.7</td>
<td>0.01</td>
<td>0.78</td>
</tr>
<tr>
<td>TEXTFOOLER</td>
<td>59.8</td>
<td>13.8</td>
<td>161.5</td>
<td>0.63</td>
<td>0.73</td>
<td>57.8</td>
<td>16.9</td>
<td>164.6</td>
<td>0.62</td>
<td>0.72</td>
</tr>
<tr>
<td>BERTATTACK</td>
<td>82.7</td>
<td>8.4</td>
<td>86.7</td>
<td>0.04</td>
<td>0.77</td>
<td>76.7</td>
<td>13.3</td>
<td>86.5</td>
<td>0.03</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Table 2: Adversarial example generation performance in attack success rate (A-rate), modification rate (Mod), perplexity (PPL), number of increased grammar errors (GErr), and textual similarity (Sim). The perplexity of each dataset is marked in the header. ↑ (↓) represents which direction is more desirable. (Formatting is inspired by [4]).

5.3 Experimental details

All experiments were conducted on Microsoft Azure. We fine-tune our models using the same parameters outlined in [6], training each for at least 4000 steps. Further details can be found in Table 3 of the Appendix.

5.4 Results

Figure 2: Comparison of attack success rates by different models.

Figure 3: Comparison of cosine similarity scores between original and perturbed text by different models.
Figure 4: Comparison of increases in perplexity from original to perturbed text by different models.

6 User Study

In addition to quantitative metrics, we conducted a user study on the AG News data set to assess the more qualitative aspects of our results. Our technique was modeled off the study done in [4], albeit at a smaller scale. To compare the outputs of GLARE (single-word infills) and GLARE (variable-length infills), we presented the user with an original text, and a successful adversarial attack from both model variants (although the user is unaware which perturbed text corresponds to which model variant). The user then had to decide which perturbed text was closer in meaning to the original, and which sentence was more grammatically and syntactically correct. In addition, we also asked the user to classify successfully attacked examples from each model variant as one of the AG News classes.

During our small user study (50 examples), we found that single-word infill variant of GLARE produced adversarial examples that were both more similar in meaning to the original text (59.18% of the time more similar than variable-length infills) and more grammatically and syntactically correct (61.22%). For both model variants, the class of the original text was correctly assessed 39.58% of the time.

<table>
<thead>
<tr>
<th></th>
<th>Single</th>
<th>Multi</th>
</tr>
</thead>
<tbody>
<tr>
<td>% more correct than other method</td>
<td>59.18%</td>
<td>40.82%</td>
</tr>
<tr>
<td>% more grammatical than other method</td>
<td>61.23%</td>
<td>38.77%</td>
</tr>
<tr>
<td>% of the time same as original class</td>
<td>39.58%</td>
<td>39.58%</td>
</tr>
</tbody>
</table>

Table 3: Results of human evaluation. The first two rows compare the two methods against each other.

7 Analysis

**Example Length:** We note that longer inputs generally experience higher similarity scores when comparing their perturbed and original examples. We believe this is because the longer context gives the model a wider range of opportunities to perform an adversarial attack, as well as allowing the model a better glimpse into the semantic and syntactic structure of the example. Our qualitative analysis corroborates this hypothesis—the authors find that variable-length infills substantially improve the fluency of adversarial examples drawn from longer inputs. However, this finding could potentially be simply a consequence of the fact that for longer examples, the percentage of changed words is bound to be lower for the same number of transformations and thus the sentences are more likely to be adjudged similar.

**Modification Rate:** We note that our model suffers from a higher modification rate than CLARE. Although this is ostensibly undesirable, one benefit of a larger modification rate is that attacks are less likely to comprise simple polarity switches (e.g., "The food was delicious" → "The food was terrible"), which feature low modification rates but are not satisfactory adversarial examples as they
necessitate a change in the example’s gold label. That said, we would still like to strive for a lower modification rate while maintaining the same fluent adversarial substitutions.

**AG News:** Of our four datasets, the model attacks AG News least successfully. We observe this, noting that the single-word-infill non-finetuned GLARE model performs at or above the level of the finetuned GLARE model. This could be explained by multiple causes: perhaps the title case of the AG news dataset causes training to be more difficult. Alternatively, the broader domain results in a higher likelihood of encountering tokens that are outside of the model’s training distribution.

### 8 Conclusion

We are able to successfully outperform CLARE (the current SOTA) on a number of metrics: specifically, attack success rate, perplexity, and semantic similarity. The primary limitations of our work are that fine-tuning the GPT-2 model does not appear to be as successful as we would like, demonstrated by the fact that the ILM model finetuned on stories was able to often match or even outperform the corresponding model finetuned on the specific dataset.

It is debatable whether generating adversarial examples is an end in itself, but they indirectly lead language models to learn better representations by allowing them to defend against adversarial attacks, a conclusion that the CLARE authors as well as others come to [9]. Our next step is to compare the performance of pre-trained models with and without adversarial fine-tuning to determine if they truly increase a model’s robustness.
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A Appendix

### A.1 Training Details

<table>
<thead>
<tr>
<th>DATASET</th>
<th>TRAINING STEPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yelp Polarity</td>
<td>8740</td>
</tr>
<tr>
<td>AG News</td>
<td>8383</td>
</tr>
<tr>
<td>MultiNLI</td>
<td>18995</td>
</tr>
<tr>
<td>QNLI</td>
<td>4113</td>
</tr>
</tbody>
</table>

Table 4: Dataset details

### A.2 Example Output

423

Great pub - good food.
Not a pub - good food.

Figure 5: Example 1.

### A.3 Illustration of GLARE Model
Very high quality food. Friendly service and a clean environment.
Very high expectations for the food. Great service and a clean environment.

Figure 6: Example 2.

Figure 7: An artist’s representation of the GLARE model.