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Abstract

In recent years, question-answering (QA) models have vastly improved and achieved superhuman standards in several benchmarks. Yet, these same superhuman models often do not perform well on out-of-distribution (OOD) datasets or tasks. In contrast, humans appear to easily and quickly generalize to new unseen domains. In this project, we aim to train a QA model that is able to perform well across different datasets, especially on OOD datasets. Specifically, we experiment with the use of adversarial training applied to a pretrained DistilBERT model. The adversarial training takes the form of a critic model that tries to classify the origin domain of the QA embedding. In addition to the regular QA loss, the QA model has the additional objective of fooling the critic model. This encourages the QA model to learn a domain-agnostic embedding, which we hope to help with generalization and robustness to OOD datasets.

1 Key Information to include

- Mentor: NA
- External Collaborators: NA
- Sharing project: NA

2 Introduction

Question-answering (QA) models have achieved superhuman or close-to-human standards in several recent datasets and tasks such as SQuAD [1] and NewsQA [2], via works such as ALBERT by Lan et al. [3] and SpanBERT by Joshi et al. [4].

However, such models often do not perform well on out-of-distribution (OOD) datasets, as seen from previous works where authors evaluate trained models on OOD tasks and observe significant performance degradation [5, 6, 7, 8]. In contrast, humans appear to easily and quickly generalize to new unseen domains, such as the ability to quickly understand and internalize fantasy and science fiction settings.

In light of this problem, recent works have emerged proposing various alternatives to improve generalization of QA models. These include better design of QA tasks [6], debiasing of samples used during training [9], multitask learning [10, 11] and other works.

Likewise in this project, we aim to train a QA model that is able to generalize to OOD datasets. Specifically, we experiment with the use of adversarial training applied to a pretrained DistilBERT model. The adversarial training takes the form of a critic model that tries to classify the origin domain of the QA embedding. In addition to the regular QA loss, the QA model has the additional objective of fooling the critic model. This encourages the QA model to learn a domain-agnostic embedding, which we hope to help with generalization and robustness to OOD domains.
3 Related Work

Various works have highlighted the poor generalization of supposedly successful QA models [5, 6, 7, 8]. For example, Talmor and Berant [5], as well as Sen and Saffari [6], both observe that QA models tend to overfit to the datasets they were trained on and generalize poorly to new domains, especially in the zero-shot setting. In particular, Talmor and Berant also demonstrate that one way to alleviate this problem is simply to train on larger and more diverse datasets comprising multiple domains.

On the other hand, adversarial training has been gaining popularity as a way to improve performance of models in different settings. In order to avoid confusion, we will distinguish between two general classes of algorithms that have both been termed “adversarial training” but are significantly different.

The first class of “adversarial training” refers to algorithms that make use of adversarial samples. Adversarial samples refer to samples that are intentionally perturbed to trick a trained model into generating incorrect outputs. For example Goodfellow et al. demonstrated how image classifiers can be tricked into wrongly labeling images with high confidence by adding noise that is imperceptible to humans via the fast gradient sign method (FGSM) [12]. Previous works have demonstrated that adding these adversarial samples into the training data can help to improve the robustness of models against these adversarial samples [13]. Hence the term “adversarial training” here refers to training on adversarial samples.

The second class of “adversarial training” refers to algorithms that typically use two models that compete in a minmax fashion. Works in this class often cite Goodfellow et al.’s work on generative adversarial networks (GANs) [14]. In the vanilla GAN example, a generator model creates images to fool a discriminator model, while the generator tries to distinguish between real and fake images. Both models are updated with opposing objectives and hence the “adversarial” nature of the algorithm.

Our work follows the second class of “adversarial training”. In our context, the QA model is similar to the generator model, but outputs embeddings rather than images. Similarly, the critic model here is trained to classify the embeddings into the correct domain, rather than differentiate “real” and “fake” embeddings. This adversarial scheme can help improve generalization of models on OOD domains by encouraging the embeddings of the QA model to be domain-agnostic and hence prevent the QA model from overfitting onto the training set.

There are similar works in this setting that also employ adversarial training for improving multi-domain performance [15, 16, 17]. Sato et al. had previously applied adversarial training [16] to solve for a multilingual parsing task [18]. In their work, Sato et al. demonstrated that adversarial training was able to improve the performance of a graph-based parser on the multilingual parsing task. Our work is most similar to that of Lee et al., where the authors also applied adversarial training to multi-domain QA tasks [17]. Relative to Lee et al., our work goes into greater detail regarding the effects of scaling the weight of the adversarial loss term (see Section 4.2). We also adopt DistilBERT instead of BERT and show that the effects of adversarial training appears to generalize well to DistilBERT as well.

4 Approach

4.1 DistilBERT Baseline

We first adopt the DistilBERT model as a baseline [19], which is a distilled version of the original BERT model [20]. Sanh et al. demonstrated that DistilBERT is smaller and faster while retaining most of the performance of the original BERT when evaluated against the GLUE benchmark [21]. In turn, BERT is itself a variation of the original Transformer architecture [22].

Specifically, we use the DistilBERT QA implementation from the huggingface library [23] and perform finetuning on the QA datasets on top of the pretrained DistilBERT model. See Section 5.1 for details on the datasets used.

During finetuning, we optimize the DistilBERT model to predict the start and end locations of the answer span, as per a regular QA task. Hence, the loss function for the finetuning is essentially the sum of the cross-entropy losses for the start and end location predictions:
\[ L_{QA} = -\log p_{\text{start}}(i) - \log p_{\text{end}}(j) \]

where \( p_{\text{start}}(i) \) and \( p_{\text{end}}(j) \) are the predicted probabilities of \( i \) being the start location and \( j \) being the end location respectively.

### 4.2 DistilBERT + Critic

We then apply adversarial training to the pretrained DistilBERT model via the addition of a critic model.

The critic model comprises three feedforward layers. The first two layers are 1024 dimensions and followed by ReLU activation, while the last layer comprise the logits and corresponds to the number of domains in the training set - 3 in our case (see Section 5.1). The input to the critic model are the embeddings from DistilBERT just before the final output layer.

At every iteration, we update the critic model to optimize cross-entropy loss and to correct classify the correct domains given a batch of DistilBERT embeddings. We then update the DistilBERT model with the regular QA loss and an additional adversarial loss term. The adversarial loss term is essentially the negative of the cross-entropy loss multiplied by a scaling factor \( \alpha \):

\[ L_{adv} = -\log p_{\text{critic}}(d) \]
\[ L_{total} = L_{QA} - \alpha L_{adv} \]

where \( p_{\text{critic}}(d) \) is the predicted probability of \( d \) being the source domain of the given embedding.

Hence, this builds on top of the previous baseline with the addition of the adversarial loss term. In our experiments, we vary the scaling factor \( \alpha \) from 0 to 0.5 to better understand the effect of the adversarial loss.

### 5 Experiments

#### 5.1 Data

In this work, we primarily use the datasets stipulated in the RobustQA task. For training, this comprise of 3 in-domain datasets (Natural Questions [24], NewsQA [2] and SQuAD [11]) and a small amount of training data from 3 out-of-domain datasets (DuoRC [25], RACE [26], RelationExtraction [27]). For validation and test, we use the out-of-domain datasets (DuoRC [25], RACE [26], RelationExtraction [27]).

#### 5.2 Evaluation method

Our evaluation methods seek to measure the performance of our models on the QA task in a domain-agnostic manner that is comparable with current benchmarks. To that end, we will be comparing and evaluating the models based on the Exact Match (EM) and F1 scores.

We will be evaluating the models on three settings.

1. **In-domain validation** - this is similar to a regular QA setting
2. **OOD validation** - this is akin to a zero-shot QA setting where the model never sees any OOD samples during training or finetuning
3. **OOD validation after finetuning on OOD training** - this allows the model to learn from a small amount of OOD training set

#### 5.3 Experimental details

In our experiments, we primarily varied the scaling factor \( \alpha \) of the adversarial loss term, in order to better understand the effects of adversarial training. The values of \( \alpha \) in our experiments varied across
Table 1: Performance on in-domain and OOD validation datasets with varying \( \alpha \).

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>In-Domain EM</th>
<th>In-Domain F1</th>
<th>OOD EM</th>
<th>OOD F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (baseline)</td>
<td>54.71</td>
<td>70.79</td>
<td>31.94</td>
<td>48.13</td>
</tr>
<tr>
<td>0.01</td>
<td>54.80</td>
<td>70.71</td>
<td>31.41</td>
<td>48.11</td>
</tr>
<tr>
<td>0.05</td>
<td><strong>54.96</strong></td>
<td><strong>70.92</strong></td>
<td>30.10</td>
<td>46.78</td>
</tr>
<tr>
<td>0.1</td>
<td>54.88</td>
<td>70.61</td>
<td>32.20</td>
<td>47.50</td>
</tr>
<tr>
<td>0.5</td>
<td>54.38</td>
<td>70.23</td>
<td><strong>32.46</strong></td>
<td><strong>49.05</strong></td>
</tr>
</tbody>
</table>

Table 2: Performance on OOD validation datasets after finetuning on small OOD training set.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>OOD EM</th>
<th>OOD F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (baseline)</td>
<td>31.41</td>
<td>48.44</td>
</tr>
<tr>
<td>0.01</td>
<td>31.15</td>
<td>47.32</td>
</tr>
<tr>
<td>0.05</td>
<td><strong>32.98</strong></td>
<td><strong>49.17</strong></td>
</tr>
<tr>
<td>0.1</td>
<td><strong>32.98</strong></td>
<td>47.84</td>
</tr>
<tr>
<td>0.5</td>
<td>32.46</td>
<td><strong>49.18</strong></td>
</tr>
</tbody>
</table>

The setting at \( \alpha = 0 \) is essentially the baseline setting with no adversarial loss.

Aside from varying \( \alpha \), we kept all other parameters constant. The critic model is detailed in Section 4.2. In all experiments, we train with a batch size of 16 and a learning rate of 3e-5 with the AdamW optimizer [28]. We train for 6 epochs while evaluating on the in-domain validation set every 5000 iterations. We keep the model with the highest validation score on the in-domain validation set.

Finally, we further finetune the trained model on the much smaller OOD training set. We finetune on the OOD training set for 10 epochs and retain the model with the highest validation score on the OOD validation set.

We report results both before and after finetuning on the smaller OOD training set. The results prior to finetuning on the OOD training set can also be seen as zero-shot performance on the OOD task.

5.4 Results

Table 1 shows the performance of the models on in-domain and out-of-distribution (OOD) validation sets, where the models are trained with varying levels of the scaling factor \( \alpha \), prior to finetuning on the OOD training set. Table 2 shows the performance on OOD validation sets after finetuning on the OOD training set.

As expected, we observe that finetuning on the OOD training set helps with performance on the OOD task. Furthermore, of interest to this work, we see that finetuning on the OOD training set appears to have a larger effect on the models that were trained with adversarial loss. This suggests that training with adversarial loss does help with generalization to unseen domains and improves the ability of pretrained models to perform transfer learning with limited data.

In addition, we also see that adversarial training does not harm the models’ performance on the in-domain validation set. We can see in the first two columns of Table 1 that in-domain performance is preserved even with adversarial training. In some cases (e.g. \( \alpha = 0.05 \)), adversarial training even helps improve performance on the in-domain validation set. Intuitively, adversarial training encourages the QA model to generate domain-agnostic representations. This may also serve to prevent overfitting on the training set and hence improve performance on the in-domain validation set.

Our final results on the test set leaderboard used the model trained with \( \alpha = 0.05 \) after finetuning on the OOD training set and achieved EM of 41.743 and F1 of 59.899.
Figure 1: PCA visualization of DistilBERT embeddings of question-context pairs, color-coded by their F1 values. Circles represent in-distribution samples and triangles represent OOD samples. In-domain versus OOD clustering is clearly observed in the case of no adversarial training where $\alpha = 0$. Some clustering is also observed when $\alpha$ is small at $\alpha = 0.01$.

### 6 Analysis

Next, we perform analysis of the samples via PCA visualization of DistilBERT embeddings of question-context pairs. Figure 1 plots the embeddings color-coded by their F1 values, where circles represent in-distribution samples and triangles represent OOD samples.

Specifically, we randomly sample 16 question-context pairs each, from the NewsQA validation dataset for in-domain and RelationExtraction validation dataset for OOD. We then use PCA to project the DistilBERT embeddings of the question-context pairs onto a 2D space for visualization. We do
this for all the models with varying $\alpha$ from 0 to 0.5. In all cases, we use the models prior to finetuning on the OOD training set.

In Figure 1a, we see that without adversarial training, there is obvious clustering of the OOD samples (triangles) on the left and in-domain samples (circles) on the right. Furthermore, we see that the OOD samples closer to the in-domain samples also tend to have higher F1, as shown by the yellow triangles in the upper right of the OOD cluster. In contrast, the bottom left triangles in the OOD cluster are further away from the in-domain samples and also tend to have much lower F1. This implies that the model may have overfitted to the in-domain task and hence unable to generalize well to OOD samples that are too different from the in-domain samples.

On the other hand, Figures 1b to 1e shows that with adversarial training, the clustering gradually disappears with increasing $\alpha$. Some clustering is still present at $\alpha = 0.01$ but both OOD samples and in-domain samples appear well-mixed as $\alpha$ increases past 0.01. This clearly demonstrates that the DistilBERT QA model is indeed able to learn domain-agnostic representations via the adversarial loss term and the critic model, even with scaling factor as small as $\alpha = 0.05$.

7 Conclusion

In this work, we focus on the use of adversarial training for improving generalization of QA models to OOD domains. By varying the scaling factor applied to the adversarial loss term, we show that adversarial training does improve generalization to OOD domains without degrading performance on the in-domain task.

Furthermore, our analysis in Section 6 shows that there is a trend where the model performs better on OOD samples that are closer to the in-domain samples (see Figure 1a). We also show qualitatively that the embeddings learned with adversarial training are more domain-agnostic, with no apparent clustering between in-domain versus OOD samples.

This work is primarily limited by the range of datasets and model architectures. A more comprehensive work may consider similar experiments on a larger variety of datasets and model architectures. Furthermore, future work may look at how adversarial training can complement other forms of generalization techniques to improve performance on OOD domains.
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