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Abstract

In real world Question Answering (QA) applications, a model is usually required to generalize to unseen domains. It was found that an Adversarial Training framework where a conventional QA model trained to deceive a domain predicting discriminator can help learn domain-invariant features that generalize better. In this work we explored more discriminator architectures. We showed that by using a single layer Transformer encoder as the discriminator and taking the whole last layer hidden states from the QA model, the system performs better than the originally proposed simple Multilayer Perceptron (MLP) discriminator taking only the hidden state at the [CLS] token of the BERT QA model.
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2 Introduction

Recent advances in NLP research such as Transformer[1] language model architecture and BERT[2] pre-training technique have pushed the state-of-the-art of various NLP tasks further by a large margin. Question Answering (QA) is one of these tasks and it was shown that models can outperform human on certain QA datasets such as SQuAD[3].

Question Answering or Reading Comprehension is a task where a model is given a paragraph of text and a short question about the paragraph, the model is expected to find the answer within the paragraph. Many practical applications can be abstracted as Question Answering task such as search engine, customer service chatbot etc.

However, it was observed that models outperforming human on a single dataset usually overfits to the dataset and cannot generalize well to datasets from a different domain without additional training [3]. This limitation hinders real world QA applications because there is usually a domain shift between the training data and the serving data.

Many approaches have been proposed to improve model performance on out-of-domain data, such as Mixture of Experts[4] and few-sample fine-tuning[5]. However these approaches either drastically increase the model size or still require out-of-domain training data for fine-tuning. Adversarial Training[6] does not have these shortcomings. Adversarial Training forces the QA model to learn domain-invariant features from training datasets across a few different domains. Specifically a domain discriminator is trained using the hidden states of the QA model to predict the domain of the examples. The QA model is trained to minimize both the QA loss and the adversarial loss that tries to prevent the discriminator from predicting the domains correctly.
Lee et al. [6]'s work that proposed Adversarial Training in building robust QA system only experimented with one discriminator architecture using the last layer hidden state at the [CLS] token. In this paper, we explored using full hidden states of different layers of the QA model and a single layer Transformer encoder as the discriminator. We also explored using different numbers of hidden layers in a Multilayer Perceptron (MLP) as the discriminator on the [CLS] token. We found a discriminator taking the whole last layer hidden states from the QA model performs better than the original proposed Adversarial Training architecture in our experimentation setup. We trained our models using 3 in-domain training datasets (SQuAD [7], NewsQA [8] and Natural Questions [9]). We evaluated our models on the held out test datasets from 3 out-of-domain datasets (DuoRC [10], RACE [11] and RelationExtraction [12]).

3 Related Work

Question Answering There are many types of QA system. Some are knowledge-based using structured data. Some are information retrieval-based using unstructured (text) data. Some find the answers explicitly as a span of words in the text. Some generate the answers word by word using a language model. Some systems like search engines need to first retrieve relevant documents from a large corpus of documents and then try to find answers from the documents.

In this work we only discuss one specific type of QA system - reading comprehension, where the system is given a paragraph of text and a question text at the same time. The answers are explicit spans of consecutive words in the paragraph. The system is expected to understand both the paragraph and what the question asks for and returns the correct span of text. In Machine Learning language, this system can be formulated as a classification system. The system outputs a probability of whether each word is the start of the answer or end of the answer.

BERT[2] first exceeded human performance in reading comprehension in 2018. BERT takes in a pair of paragraph and question as one sequence separated by special characters, i.e. [CLS]question[SEP]paragraph[SEP], and outputs probabilities of start and end tokens. The QA model in this paper finetunes a more cost effective version of BERT called DistilBERT[13].

Adversarial Training was originally proposed in a very popular image generation method known as Generative Adversarial Network (GAN) [14]. In GAN training, there are often two models, a generator that generates images and a discriminator that predicts whether an image is real or generated. The generator and the discriminator are trained simultaneously. While the discriminator gets better at telling apart the generated images from the real images, the generator gets better at generating realistic images that can fool the discriminator.

Lee et al. [6] first proposed using Adversarial Training for building robust QA systems. Their approach uses the hidden state embedding at the [CLS] token of a BERT QA model and a simple MLP as the discriminator. The problem with this approach is although the [CLS] token hidden state can be used to predict the domain, the opposite is not necessarily true. We cannot claim the model is not learning domain specific features just because the [CLS] hidden state is not revealing any. All the other hidden states could still have domain specific features encoded into their embeddings and used in predicting the answer spans.

4 Approach

Adversarial Training can be understood as a regularization technique. We assume the conventional QA loss under-defines what language feature representations to use. In other words, a conventional QA model will treat domain-specific and domain-invariant features as equally good and choose randomly. Adding a discriminator and an adversarial loss regularizes the model to choose domain-invariant features that perform better in out-of-domain data.

The discriminator is loosely coupled with the QA model. It can be added to any QA models as long as it has access to the QA model’s hidden states. The discriminator can also be implemented using different structures such as MLP, Transformer layers with a classification head etc. We tried using MLP with one hidden layer and two hidden layers. We also tried using one Transformer layer with one hidden layer MLP classification head on the [CLS] token as shown in Figure 1.
4.1 Problem Definition

Formally, given $K$ in-domain datasets $D^{(k)}, k = 1...K$, each has $N^{(k)}$ examples. We assume each dataset covers only one domain with label $l^{(k)}$. Extending the conventional QA setup, each training example is a tuple of 4 values: $D^{(k)} = \{c^{(k)}_i, q^{(k)}_i, y^{(k)}_i, l^{(k)}_i\}_{i=1}^{N^{(k)}}$, where $c$ represents the paragraphs, $q$ represents the questions, $y$ represents the answer spans the QA model tries to predict, $l_i^{(k)} = l^{(k)}$ for every $i$ represents the domain labels the discriminator tries to predict.

4.2 QA Model

A conventional QA model parameterized by $\theta$ is trained to minimize the negative log-likelihood of the answer $y_i$ where $y_{i,s}$ and $y_{i,e}$ are respectively the start position and the end position.

$$L_{QA} = -\frac{1}{N} \sum_{k=1}^{K} \sum_{i=1}^{N_{k}} \left[ \log P_{\theta}(y_{i,s}^{(k)} | c^{(k)}_i, q^{(k)}_i) + \log P_{\theta}(y_{i,e}^{(k)} | c^{(k)}_i, q^{(k)}_i) \right]$$

4.3 Adversarial Training

A discriminator $D$ parameterized by $\phi$ is trained to minimize the cross-entropy loss between the predicted class probability and the true domain class label $l_i^{(k)}$.

$$L_{D} = -\frac{1}{N} \sum_{k=1}^{K} \sum_{i=1}^{N_{k}} \log P_{\phi}(l_i^{(k)} | h_i^{(k)})$$

where $h$ is the hidden state embedding.

An adversarial loss is added in the QA model optimization to maximize the entropy of $P_{\phi}(l_i^{(k)} | h_i^{(k)})$. In other words, it tries to fool the discriminator to output uniform distribution over the $K$ domain classes. This is the same as minimizing the Kullback-Leibler (KL) divergence between the uniform distribution denoted as $U(l)$ and the discriminator’s prediction. It is critical to note that we only update the QA model’s parameters $\theta$ to minimize this loss, not the discriminator’s parameters $\phi$.

$$L_{adv} = \frac{1}{N} \sum_{k=1}^{K} \sum_{i=1}^{N_{k}} KL(U(l) || P_{\phi}(l_i^{(k)} | h_i^{(k)}))$$
The final loss for the QA model is

$$\mathcal{L} = \mathcal{L}_{QA} + \lambda \mathcal{L}_{adv}$$

where $\lambda$ is a hyper-parameter for controlling the weight of the adversarial loss. During training, at each step, we first optimize the QA model with the discriminator’s parameters $\phi$ frozen, then optimize the discriminator with the QA model’s parameters $\theta$ frozen.

## 5 Experiments

### 5.1 Data

We trained our models on 3 in-domain training datasets: SQuAD [7], NewsQA [8] and Natural Questions [9]. 50k paragraphs and their associated questions from each dataset are provided by the robust QA track default project. Because Natural Questions dataset has more questions per paragraph and effect of chunking, the number of training examples (i.e. paragraph, question pairs) are not the same. We 2x upsampled SQuAD and NewsQA in our training to make the number roughly equal. This is important for the discriminator to learn the probability of domain classification correctly.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Question Source</th>
<th>Passage Source</th>
<th>Passages</th>
<th>Training Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQuAD</td>
<td>Crowdsourced</td>
<td>Wikipedia</td>
<td>50000</td>
<td>50537</td>
</tr>
<tr>
<td>NewsQA</td>
<td>Crowdsourced</td>
<td>News articles</td>
<td>50000</td>
<td>65480</td>
</tr>
<tr>
<td>Natural Questions</td>
<td>Search logs</td>
<td>Wikipedia</td>
<td>50000</td>
<td>126287</td>
</tr>
</tbody>
</table>

Table 1: The training datasets.

For dev, eval and testing, we used 3 out-of-domain datasets: DuoRC [10], RACE [11] and RelationExtraction [12]. We used F1 score on the dev set in our training loops to determine the best checkpoint. We reported the per dataset eval set and combined test set F1 and EM metrics below.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Question Source</th>
<th>Passage Source</th>
<th>Dev</th>
<th>Eval</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>DuoRC</td>
<td>Crowdsourced</td>
<td>Movie reviews</td>
<td>127</td>
<td>126</td>
<td>1248</td>
</tr>
<tr>
<td>RACE</td>
<td>Teachers</td>
<td>Examinations</td>
<td>127</td>
<td>128</td>
<td>419</td>
</tr>
<tr>
<td>RelationExtraction</td>
<td>Synthetic</td>
<td>Wikipedia</td>
<td>127</td>
<td>128</td>
<td>2693</td>
</tr>
</tbody>
</table>

Table 2: The dev, eval and test datasets.

### 5.2 Experimental details

**DistilBERT** As a baseline, we used a pre-trained DistilBERT model from the Hugging Face “distilbert-base-uncased” model distribution. The model is finetuned using the training dataset.

**Original Adv** We implemented the Adversarial Training framework replicating [6] on top of the DistilBERT model. The original paper used a two hidden layer MLP as the discriminator. The discriminator used the last layer hidden state at the [CLS] token. The MLP hidden layers have a dimension of 768, the same as the DistilBERT hidden layer dimension. A 0.1 dropout layer is used after each hidden layer. The output layer has 3 nodes used to predict the 3 possible in-domain classes in our datasets. We used AdamW optimizer with the same learning rate 3e-5 for both the DistilBERT model and the discriminator. We used 1e-2 for $\lambda$ in the loss function.

**Simpler Adv** This model used an even simpler discriminator than the original paper. It used an one hidden layer MLP. A 0.5 dropout was used to give a stronger regularization. Other hyper parameters are the same as the Original Adv.

**Last Layer Adv** This model (shown in Figure 1) used the Hugging Face DistilBertForSequenceClassification model as the discriminator. It is simply a DistilBERT model with a classification head. It was configured to have one Transformer layer. The Transformer layer hyper parameters were the same as the DistilBERT model. The parameters were initialized randomly. The classification head was a single hidden layer MLP with 768 hidden dimension and 0.1 dropout. The discriminator took the whole last hidden layer of the QA DistilBERT as input.
**Middle Layer Adv** This model is almost the same as the Last Layer Adv. The only difference is the discriminator took the whole 4th hidden layer of the QA DistilBERT as input. The hypothesis is that it might be inevitable to reveal domain specific information in the last layer because the answer distribution might be different across the domains. But the middle layer should be able to learn domain-invariant features.

### 5.3 Results

<table>
<thead>
<tr>
<th></th>
<th>DuoRC</th>
<th></th>
<th>RACE</th>
<th></th>
<th></th>
<th>Test</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td>EM</td>
<td>F1</td>
<td>EM</td>
<td>F1</td>
<td>EM</td>
<td>F1</td>
</tr>
<tr>
<td>DistilBERT</td>
<td>38.59</td>
<td>29.37</td>
<td><strong>40.04</strong></td>
<td><strong>28.12</strong></td>
<td>66.51</td>
<td>42.19</td>
<td>59.19</td>
</tr>
<tr>
<td>Original Adv</td>
<td>39.49</td>
<td>30.16</td>
<td>36.00</td>
<td>19.53</td>
<td>65.95</td>
<td>42.97</td>
<td>57.23</td>
</tr>
<tr>
<td>Simpler Adv</td>
<td><strong>43.04</strong></td>
<td><strong>32.54</strong></td>
<td>32.82</td>
<td>19.53</td>
<td><strong>68.77</strong></td>
<td><strong>45.31</strong></td>
<td>58.88</td>
</tr>
<tr>
<td>Last Layer Adv</td>
<td>42.01</td>
<td><strong>32.54</strong></td>
<td>32.22</td>
<td>17.97</td>
<td>67.78</td>
<td><strong>45.31</strong></td>
<td><strong>59.66</strong></td>
</tr>
<tr>
<td>Middle Layer Adv</td>
<td>37.05</td>
<td>28.57</td>
<td>31.92</td>
<td>18.75</td>
<td>67.71</td>
<td>41.41</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: Robust QA track - eval results on each individual out-of-domain dataset and test results on the combined out-of-domain dataset.

From Table 3 we can see that the Original Adv model does not achieve better F1 score on RACE and RelationExtraction eval dataset compared to the DistilBERT baseline. The same was also observed in the original paper. The combined test score is also weaker.

It is a little bit surprising that the Simpler Adv model achieves better F1 scores than the Original Adv model on two eval datasets. It also achieves a better test score. This might be because a simpler model architecture and a stronger dropout regularization makes the discriminator less likely to overfit and provides more stable gradient to the QA model to learn domain-invariant features better.

The Last Layer Adv model is the best in terms of the test scores. This justifies our hypothesis that using the whole layer hidden states, the QA model eliminates domain specific features more comprehensively and adapts better to out-of-domain data. With a Transformer layer, the discriminator is also able to pick up cross token domain specific information.

The Middle Layer Adv model does not achieve better result than the Last Layer Adv model on the eval datasets. We didn’t generate a test dataset score because we were limited to only evaluating on the test dataset for 4 times.

### 6 Analysis

The models perform the best on the RelationExtraction dataset. This is expected because this dataset is sourced from Wikipedia and two training datasets are also sourced from Wikipedia. DuoRC and RACE is hard for our models. RACE is particularly hard because it is from examinations. It has tricky examples like paragraph "...but it’s a fact of daily life that 1.6 billion people around would have no electricity in their homes...by 2030, when the Earth’s population will be likely to top 9 billion, 1.3 billion people will still lack electricity..." and question "How many people still lack electricity in the world now?". The model needs to figure out the answer is "1.6 billion" not "1.3 billion".

We compared the answers for the RACE dataset to see why Adversarial Training is not helping. One thing we noticed was within the 85 answers that were different between the Last Layer Adv model and the DistilBERT model, Last Layer Adv’s answer was a subset of DistilBERT for 11 times and DistilBERT was a subset of Last Layer Adv for 21 times. In other words, Last Layer Adv was two times more likely to predict a long and imprecise answer. For example, when DistilBERT predicted "one week", Last Layer Adv predicted "one week, it is important to note that one week in the life of a mouse is the same as about nine months". One possible explanation is since Adversarial Training is a regularization technique, it makes the model less opinionated. In other words, while reducing variants from the model, bias were increased in certain cases.

We also investigated more on why the Middle Layer Adv model did not achieve better result than the Last Layer Adv. This could be because the latter layers are very important in generating domain-invariant features. Because in this setup, gradients from the discriminator only flowed downward from the middle layer, the latter layers were not regularized. Figure 2 shows the discriminator accuracy.
and loss $L_D$ during training. We can see that the discriminator looking at the middle layer of the QA model achieved much higher accuracy than that looking at the last layer. This suggests that the middle layer is still handling lower level language details (like words and phrases) that’s more domain specific. And the last layer is more responsible for higher level language structures (like grammars) that can be domain-invariant.

![Accuracy and Discriminator Loss](image)

Figure 2: Discriminator accuracy and training loss from the Last Layer Adv model and the Middle Layer Adv model.

## 7 Conclusion

Within all the discriminator architectures we explored, the best one used a single layer Transformer encoder taking the whole last layer hidden states from the QA model as the discriminator. It achieved 2.43 F1 points on the test dataset better than the originally proposed Adversarial Training architecture. It was also found that a discriminator using the last layer hidden states performs better than using the middle layer hidden states. However, Adversarial Training might increase models’ bias and make the model perform worse on certain datasets like RACE.

In terms of future work directions, we found during training that dev set metrics usually peaked around 1.5-2 epochs while training loss kept decreasing. This means despite the domain Adversarial Training regularization, the model still overfits to the training dataset. We could potentially find other losses besides the domain prediction loss that can further regularizes the model.
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